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ФГАОУ ВО Южный Федеральный университет, Таганрог, Россия

Нейросетевая система управления группой роботов
в неопределенной двумерной среде

Описана разработанная система управления группой мобильных роботов, использующая нейронные сети. Система 
управления выполняет оценку состояния среды функционирования, поиск оптимального метода планирования пути, пла-
нирование пути, коррекцию траекторий движения по результатам взаимодействия роботов группы. Выбор оптимально-
го метода планирования и планирование пути группы роботов реализуется тремя нейронными сетями глубокого обучения.

Abstract

This study is devoted to development of a neural network based control system of robots group. The control system performs 
estimation of an environment state, searching the optimal path planning method, path planning, and changing the trajectories on via the 
robots interaction. The deep learning neural networks implements the optimal path planning method, and path planning of the robots. The 
first neural network classifies the environment into two types. For the first type a method of the shortest path planning is used. For the 
second type a method of the most safety path planning is used. Estimation of the path planning algorithm is based on the multi-objective 
criteria. The criterion includes the time of movement to the target point, path length, and minimal distance from the robot to obstacles. A 
new hybrid learning algorithm of the neural network is proposed. The algorithm includes elements of both a supervised learning as well 
as an unsupervised learning. The second neural network plans the shortest path. The third neural network plans the most safety path. 
To train the second and third networks a supervised algorithm is developed. The second and third networks do not plan a whole path 
of the robot. The outputs of these neural networks are the direction of the robot’s movement in the step k. Thus the recalculation of the 
whole path of the robot is not performed every step in a dynamical environment. Likewise in this paper algorithm of the robots formation 
for unmapped obstructed environment is developed. The results of simulation and experiments are presented.

Keywords: path planning, group control, neural network, machine learning, obstructed environment
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Introduction

The most urgent fields of a mobile robotics are 
the autonomous control and the group control [1]. 
On one hand control problems for mapped environ-
ments are solved at a high level [2, 3]. On other 
hand in unmapped obstructed environments mo-
bile robots are controlled by operator. Therefore the 
control methods and algorithms are to be improved.

The problem of mobile robots group motion 
control in unmapped obstructed environments is 
studying intensively. The papers [2—9] are reviews 
of the group motion planning methods. In article 
[2] the review of planning algorithms for 3-D en-
vironments is presented. A taxonomy and descrip-
tion of conventional and bio-inspired algorithms 
are given including the problem of the robots group 
path planning. The intelligent path planning meth-
ods including genetic, neural network based, bio-
inspired, and hybrid algorithms is presented in pa-
per [4]. Paper [5] includes review of the planning 
algorithms for stationary, dynamical, and uncertain 
environments. Both the global planning algorithms, 
based on map of environment, as well as the re-
active algorithms, based on sensor information are 
studied. Special attention is paid to predictive con-
trol and sliding mode control. Article [6] is devoted 
to overview of the robots swarm’s control methods. 
Report [7] is review of Particle Swarm Optimiza-
tion methods. Paper [8] describes main methods 
of the robot’s collective control. Taxonomy of the 
methods is given. Different task statements and ap-
proaches are described. In paper [9] the review of 
bio-inspired swarm control algorithms is presented. 
Studied algorithms are evaluated via the require-
ments for the hardware implementation. Novel 

algorithm of a swarm of robot configuration in a 
three-dimensional environment is suggested.

Reviews [2—9] and papers [10—12] notes the ur-
gent problems of the group control methods. They 
are uncertainty, dynamics of the environment, and 
high computational requirements of the optimal 
path calculation.

In article [10] a hybrid algorithm of the global 
path planning, including a logical block and A* 
block, is described. Algorithm A* is used to com-
pensate the uncertainty of the dynamical environ-
ment. Simulations and experiments demonstrate 
high performance of the optimal path searching.

According to paper [11] planning the movement 
of groups of robots in the uncertain environments 
is the problem solved by methods of artificial in-
telligence. An uncertainty is the main problem for 
conventional methods among them artificial poten-
tial fields, discrete searching (D*, A*), road maps, 
and Voronoi diagrams. To increase performance of 
the global searching procedure algorithm FireFly 
is proposed. A numerical and experimental study 
of the algorithm is developed for the mobile robot 
moving in obstructed environment.

The main disadvantages of the well-known path 
planning methods are errors in the improper situ-
ations and non-optimality of the planned trajecto-
ries [12]. In article [12] prediction method of mobile 
objects movement and integration of the prediction 
method with path planning algorithms are presen-
ted. Different methods are studied in the 2-D en-
vironment. Advantages of prediction for obstructed 
environments are demonstrated.

Thus development of autonomous robots on base 
of the artificial intelligent and bio-inspired methods 
is an urgent direction of investigations.

Первая нейронная сеть классифицирует состояние среды на два класса. Для первого класса оптимальным мето-
дом планирования пути является метод построения кратчайшего пути. Для второго класса оптимальным методом 
является метод планирования безопасного пути. Выбор метода планирования пути базируется на составном крите-
рии, который включает в себя время движения в целевую точку, длину пути и минимальное расстояние от роботов 
группы до препятствий в ходе движения. Предложен новый алгоритм обучения нейронной сети, позволяющий итера-
ционно сконструировать обучающую выборку и структуры нейронной сети. Алгоритм включает в себя как элементы 
обучения с учителем, так и без учителя.

Вторая нейронная сеть реализует алгоритм планирования кратчайшего пути. Третья нейронная сеть реализует 
алгоритм планирования безопасного пути. Для обучения второй и третьей нейронных сетей используется итера-
ционный алгоритм обучения с учителем. При этом нейросетевые планировщики движения не планируют весь путь 
целиком. Выходом этих нейронных сетей является текущее направление движения робота группы на k-м шаге. В силу 
этого не требуется пересчет всей траектории движения на каждом шаге, что позволяет использовать нейросете-
вые планировщики в динамической среде.

Также в данной статье разработан алгоритм формирования строя группы мобильных роботов в некартографиро-
ванной среде с препятствиями. При водятся результаты моделирования и экспериментальных исследований.

Ключевые слова: планирования пути, групповое управление, нейронные сети, машинное обучение, среда с препят-
ствиями
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For instance, in the articles [13, 14] genetic algo-
rithms are used to plan the path of a robots group. 
In paper [13] a hybrid planning method based on the 
combination of artificial potential fields and genetic 
global search procedure is proposed. The method 
increases performance of the feasible path searching. 
The path is evaluated by a composite criterion in-
cluding length, safety, and smoothness. Results of 
comparative investigation of the developed method 
and other approaches are presented. The paper [14] 
proposes a method of the path planning of aircraft 
based on the division of space into cells by Voronoi 
diagrams and Delaunay triangulation. Then genetic 
algorithm searches the optimal path in the celled 
space. Investigation of the developed algorithms is 
performed by numerical simulations.

In article [15] the method of group control of 
robots using fuzzy logic is offered. The methods 
solved the problem of robots formation motion in 
the uncertain obstructed environment.

In the papers [16 — 18] hybrid algorithms based 
on unstable modes of movement is developed for the 
group of mobile robots. Offered control algorithms 
ensure movement of the group of robots in the ob-
structed 2-D and 3-D environment with moving 
obstacles. Delaunay triangulation and optimization 
procedure for the problem of robots formation mo-
tion are used. The developed algorithms allow set 
formation automatically without preliminary deter-
mination of the robot’s place in the ranks. Algo-
rithm of collision avoiding consists of a delibera-
tive component and an unstable reactive component 
[16]. Feasibility of the algorithms is demonstrated 
by the experiments including fly of two copters in 
the environment with stationary obstacles.

In the articles [19—25] different bio-inspired al-
gorithms are developed. In the paper [19] pigeon 
algorithm is proposed. In article [20] the problem 
of path the planning routing a group of robots in 
an uncertain dynamic environment using the wolf 
flock algorithm is solved. The proposed solution 
takes into account the distance between mobile 
robots and obstacles and the distance to the tar-
get point. The algorithms are verified by numerical 
simulation results. In report [21] the modification of 
an ant colony algorithm is presented. The algorithm 
is used to solve the problem of path planning of the 
group of robots. The problem of path planning of 
the ground robots group in the environment with 
stationary obstacles is studied. To solve the problem 
a bee algorithm is used. Performance of the solution 
is evaluated by the composite criterion including 
the distance to the target point and distances from 

robots to obstacles or other robots. Advantages of 
the method are demonstrated by numerical simula-
tion results.

In the papers [22, 24] the Particle Swarm Optimi-
zation based algorithm is used to solve the problem 
of robots group path planning. In article [22] the 
problem of path planning in the plain environment 
with stationary dangerous obstacles and areas. Com-
position of the path length and safety is the optimiza-
tion criterion. Different modifications of the Particle 
Swarm Optimization based algorithms are proposed. 
Advantages of the algorithms are demonstrated by 
numerical simulation results. In paper [24] the Par-
ticle Swarm Optimization based algorithm is used to 
solve the problem of robot’s coalition formation. The 
proposed PSO algorithm improves convergence and 
weakens the problem of local minima. Comparative 
study is performed by numerical simulation.

Research [25] proposes the method of a group con-
trol for UAVs based on a multi-agent approach and 
relative state space conception. Advantages of the 
method are shown in comparison of the proposed 
control system and the control system with a leader.

Based on neural networks control systems are 
perspective field of robotics [26, 27]. Neural net-
works are effective adaptation mean. Therefore neu-
ral networks are applied in uncertain environments. 
In paper [26] the problem of adaptive coordinating 
control of the multi-agent systems is investigated. 
Proposed neural network operates in the system 
with variable topology, limited communications be-
tween robots, and actuators faults. Performance of 
the neural network control system is demonstrated 
by numerical simulation results. In article [27] dy-
namical neural network of Elman is designed. The 
network is training by flock algorithms.

The last success of neural networks application 
is based on deep learning neural networks [28—32]. 
Reports [29, 30] demonstrate the possibility of trans-
ferring knowledge from one area to another area 
using deep learning neural networks. In article [31] 
deep learning neural network is applied to manipu-
late objects by a human like robot. The reinforce-
ment learning procedure is used. A two level pla-
nning system is developed. Experimental results are 
presented.

Paper [32] presents the motion control system of 
a wheeled mobile robot in an uncertain environ-
ment. Deep learning networks plan the robot path. 
The novel cascade topology of the neural network is 
developed. In different situations the different num-
ber of cascades is involved into planning process. 
Simulation results and experiments are presented 
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for the wheeled robot in uncertain obstructed en-
vironment.

Paper [33] presents the onboard machine vision 
system with the aim of unmanned aerial vehicle 
navigation and control. New original methods are 
proposed for multiband images fusion based on dif-
fuse morphology. The original methods are devel-
oped for deep machine learning.

This article is devoted to development of a neural 
network based control system of robots group. The 
control system performs estimation of an environment 
state, searching the optimal path planning method, 
path planning, and changing the trajectories on via 
the robots interaction. Set of the path planning me-
thod consists of two algorithms. The first algorithm 
is the shortest path searching (D*). The second algo-
rithm is a safety path searching (modified D*).

The criterion of the planned path is evaluated as 
follows.

 Σ = + + →1 1 2 2 2 3 max,J k J k J k J  (1)

where k1, k2, k3 are weight coefficients, k1 + k2 +
+ k3 = 1, J1 is a normalized time of the movement 
to ta target point taken with the opposite sign, J2 is 
a minimal normalized distance between robots and 
obstacles, J3 is a normalized path length taken with 
the opposite sign.

The paper is organized as follows. Section 2 pres-
ents a mathematical model of a mobile robot, de-
scription of environment, a navigation system, vision 
system, and communication system. Problem state-
ment is given. Section 3 describes a block diagram 
of the control system and the global path planning 
algorithms. In section 4 neural networks based algo-
rithms are developed. Likewise interaction algorithms 
between the robots are proposed. Section 5 describes 
results of numerical simulation and experiments.

Problem statement

A group of NR mobile robots in a 2-D environ-
ment is considered. The mathematical model of the 
mobile robot is described as follows [1, 18].

 =� ( ) ( ) ,i i iy t R y x  (2)

 = +� ( ) ,i i i i diM x t B u F  (3)

where yi = [y1i y2i y3i]
T is a vector of position (y1i, y2i)

and orientation (y3i) of i-th robot in the fixed frame 
OgYg1Yg2 (Fig. 1), xi = [x1i x2i x3i]

T is a vector of 
linear (x1i, x2i) and angular (x3i) velocities of i-th 
robot in the moving frame OY1Y2, R(yi) is the ma-

trix of kinematics, Mi is the matrix of inertia, Fdi 
is a vector of the dynamical forces, ui is a vector of 
the controls, Bi is the input matrix, i = 1, 2, ..., NR,
NR is number of the robots.

The navigation system of the robot measures 
vectors yi and xi. The vision system of the robot 
detects obstacles located on distance from 0 to Rvs. 
Field of view of the vision system is αvs. Likewise 
the communication system of the group robots en-
sures communication with each other.

Environment includes areas Ω0, Ω1, and Ω2. 
These areas are presented in Fig. 2.

At start time moment t = t0 the robots are within 
area Ω0. Area Ω2 is a target area. All robots are to 
be in the area Ω2. Area Ω1 is an uncertain environ-
ment with moving and stationary obstacles. At time 
moment t = t0 information about the obstacles in 
area Ω1 is absent at the control system of the robots.

Thus task of the group is movement from the 
area Ω0 through area Ω1 to area Ω2. Also the robots 
have to locate in area Ω0 such way to optimize a 
given criterion. The robots transmit each other vec-
tors yi, xi, distances to obstacles robs(i, j), and vector 
Ei, describing area Ω1.

In the uncertain environment it is possible to use 
global and local planning algorithms [1, 18]. Aim of 

Fig. 1. The fixed and moving frames of the robot

Fig. 2. Start, uncertain, and target areas
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       the global planning algorithm is calculation of the 
preliminary path. Aim of the local planning algo-
rithm is correction of the path in the neighborhood 
of obstacles. There are two problems of the global 
path planning in the uncertain environments. First, 
in the uncertain environment it is hard to construct 
proper criterion of a mobile robot control system. 
Second, in the neighborhood of obstacle the target 
point should be moved. Therefore the position of 
the target point is function of the time and the path 
planning algorithm has to calculate all optimal tra-
jectory every step.

Thus in the uncertain environment the criterion 
of motion and trajectory planning should be formed 
directly in the process of the robot moving. The 
global planner calculates a simple strategy based on 
the most general assumptions.

The global planning algorithms

Block diagram of the group control system is 
presented in Fig. 3.

The inputs of Global Planning block are a priory 
map (Map), data packet G from another robots of 
the group, and the target point * *,i iy x  of i-th robot. 
Global planning algorithm calculates optimal path 

*
iP  of i-th robot. Local planning block corrects op-

timal path *
iP  using measured obstacle’s position 

yip, xip. Corrected path Pi feeds to Motion Control 
System block.

The global planning is based on the following 
assumptions.

1) Starting locations of the robots are calculated as 
the problem of uniform distribution solution of area Ω0.

2) The global path of i-th robot is a direct line 
between current location and final location at target 
area Ω2.

Distribution of the robots in area Ω0 includes 
Delaunay triangulation and optimization of i-th ro-
bot’s location. This operation consists of the follo-
wing steps.

Step 1. The aggregated group is formed. This 
group includes all mobile robots of the group, de-
tected obstacles, and vertices of rectangle area Ω0. 
In Fig. 2 the vertices are presented as white squares.

Step 2. Neighbors of i-th robot are calculated 
using Delaunay triangulation [14, 18]. The result of 
Delaunay triangulation is set MRi of adjacent ob-
jects to which i-th robot is connected by edges.

Step 3. The distances from i-th robot to the
adjacent objects are calculates as follows.

 

2 2 0.5
1 1 2 2[( ) ( ) ] ,

1, , 1, ,

ij i j i j

i G

r y y y y

i n j N

= − + −

= =  (4)

where ni is a number of the adjacent objects of i-th 
robot, rij is the distance from i-th robot to j-th object.

Step 4. Distances (4) are optimized. Free variables 
are yi1, yi2. The optimization criterion is as follows.

 ⎛ ⎞ →⎜ ⎟
⎝ ⎠ 1 2, ,
min( ) max .

i i
ij

i j y y
r  (5)

The solution of problem (5) is optimal location 
of i-th robot.

 ⎛ ⎞= ⎜ ⎟
⎝ ⎠1 2

1 2

* *

, ,
[ , ] max min( ) .

i i
i i

ij
y y i j

y y r  (6)

Current direction of the robot movement is de-
scribed by the following direction vector.

 = − − =* *
1 1 2 2[ ] , 1, .T

ni i i i i Rp y y y y i N  (7)

Vectors (7) are the output of the global planning 
algorithm.

The local planning algorithms

State classification. Tasks of the local planning 
algorithms are:

— the state classification;
— optimal path planning algorithm searching;
— path planning.

The state classification uses data 
from the vision system of the robot. 
Vector Ei is introduced.

The first element of vector Ei is in-
teger Сi. If obstacles are not detected 
by the vision system then integer Сi is 
equal to 0. If obstacles are detected by 
the vision system, and sector I (Fig. 4) 
is free then integer Сi is equal to 1. If 
sector I is occupied by obstacles then 
integer Сi is equal to 2. If all sectors

Fig. 3. Block diagram of the group control system
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are occupied by obstacles then integer Сi is equal to 3.
Integer Сi is a characteristic of area Ω1 complexity.

The second element of vector Ei is integer 1 or 2. 
If the optimal path planning algorithm is D* then 
the second element is equal to 1. If the optimal path 
planning algorithm is modified D* then the second 
element is equal to 2.

The first element of vector Ei is estimation of 
the state complexity [30]. To correct coordinates 

* *
1 2( , )i iy y  weighting coefficients are introduced into 

expression (4) as follows.

 

2 2 0.5
1 1 2 2[( ) ( ) ] ,

1, , 1, .

ij ij i j i j

i G

r k y y y y

i n j N

= − + −

= =  (8)

Weighting coefficients kij depends from the first 
element of vector Ei. If Сi is small then coefficients kij 
tends to 1. If Сi is big then coefficients kij tends to 0.

The optimal path planning algorithm is searched 
by a neural network. A block diagram of the learn-
ing system for the neural network is presented in 
Fig. 5. A supervised and unsupervised learning [28] 
could be performed on base of the presented block 
diagram. The inputs of the neural network are im-

age Pi from the vision system and planning algo-
rithm Si. Based on the results of the control sys-
tem simulation, the evaluation of the criterion (1) is 
formed. Criterion JΣ (1) also enters the neural net-
work. Planning algorithm Si is D* or modified D*.

The optimal path is a reference input of the con-
trol system [1]. The control system includes the col-
lision avoiding algorithm based on unstable modes 
[18]. Proposed block diagram allows learn the neu-
ral network in uncertain environment.

Path planning neural networks

The local planner is a deep learning neural net-
work [25]. Algorithm D* is supervisor for the deep 
learning neural network. The map is split into cells 
as it is shown in Fig. 6. The resulting map is then 
presented as a matrix. Each element of the matrix 
corresponds to a specific cell of the map.

For example shown in Fig. 6 map is described by 
matrix Pi, 7Ѕ9, as follows.

 

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

.0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 0

0 0 0 0 0 1 1 1 0

0 0 0 0 0 1 1 1 0

iP  (9)

If a cell is free then corresponding element of 
matrix Pi is equal to 0. If a cell is occupied by ob-
stacle then corresponding element of matrix Pi is 
equal to 1.

Current and target location of the robot are pre-
sented in other matrices. Thus matrix Pi, matrix of 
current location, and matrix of target location of the 
robot are description of the state. The state is clas-

Fig. 5. Block diagram the training system Fig. 6. Celled map

Fig. 4. State classification
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sified by algorithm D* into 9 classes. If planned by 
D* path passes through cell number N = 1, 2, ..., 8 
(Fig. 7) then the state class is N. If there is no path 
from the current location to the target location of the 
robot then the state class is 9.

As a result, the neural network is trained to choose 
the current direction of motion. This direction is co-
inciding with the trajectory constructed by D*. The 
trained neural network does not plan whole path of 
the robot. Therefore the network could operate ef-
fectively in uncertain dynamical environments.

The training sample should contain all the situa-
tions required for training, and in sufficient quantity. 
In practice different samples occur with different fre-
quency. Thus accumulation of rare situations is pos-
sible either through their special creation or a signifi-
cant increase in the training sample. Special creation 
of the samples for training is complex, hard, and labo-
rious process. In fact, it is necessary to determine the 
most important situations manually. Control of accu-
mulation of the training sample is manual operation 
also. Random accumulation of the training sample 
leads to a significant increase in the training sample.

In this article the following iteration algorithm 
of creation of the training sample is proposed.

1) Sample Pk is generated in step k of the itera-
tions. A dimension of sample Pk is Nk. Starting and 
target location of the robots, location, number and 
sizes of obstacles are random variables.

2) Algorithm D* calculates the path of the robot 
for every element of sample Pk. The path belongs to 
the class 1, 2, 3, 4, 5, 6, 7, 8, or 9 (Fig. 7).

3) If k > 1 then the element of sample Pk is clas-
sified by trained in the previous step neural network 
NNk–1. If the output of neural network NNk–1 is 
equal to number of the path cell then the element of 
sample Pk is deleted from the sample. In other case 
the element of sample Pk is saved in the sample.

4) Neural network NNk is trained by sample Pk. 
Let’s note that every step the structure of the neural 
network NNk is enhanced.

5) Iterations are broken if the given accuracy of 
training is achieved.

The proposed procedure allows select for training 
situations that the neural network classifies with errors.

The described algorithm is similar to reinforce 
training [31] because selection of the sample elements 
is based on the results of the trained network opera-
ting. In report [35] two networks are used to select ele-
ments of training sample, and one network trains an-
other one. In our proposition the network trains itself.

Numerical simulation results

Studying of the training set development algo-
rithm. Implementation of the algorithm above in-
cludes four iterations.

In iteration 1, the neural network NN1 was se-
lected, including the input layer, 4 convolutional 
layers with 16 filters and 2 fully connected output 
layers containing 16 and 8 neurons, respectively.
A starting training sample has been created, con-
sisting of 4000 examples for each class. An example 
of the map, on the basis of which educational ex-
amples are created, is presented in Fig. 8 (see the 
second side of cover).

The results of the neural network NN1 training 
are presented in Table 1.

Table 1

The results of iterative training of the neural network

Iteration number 1 2 3 4

Sample size 4000 10 000 11 800 12 600

Estimation of training accuracy 79 % 84 % 89 % 94 %

Frequency of goal achievement 
without collisions according
to the simulation results

50 % 79 % 85 % 92 %

In iteration 2, the neural network NN1 is used 
to filter out new training examples. Only those ex-
amples that the NN2 neural network has classified 
incorrectly are added to the training set. At the same 
time, at the second iteration, the NN2 neural network 
is trained, which includes the input layer, 5 convo-
lutional layers with 32 filters and 3 fully connected 
output layers containing 32, 16 and 8 neurons. As 
a result of the second iteration, the training set was 
increased to 10000 examples per class. Estimation of 
the accuracy of training was equal to 84 %.

In iteration 3, the NN2 neural network is used to 
select training examples. The NN3 network is being 
studied, it includes an input layer, 9 convolutional 
layers with 40 filters and 3 fully connected output 
layers containing 32, 16 and 8 neurons.

Upon completion of the second iteration, the ef-
fect of a further increase in the sample by adding 

Fig. 7. Classes of the state
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situations in which the network trained at the previ-
ous iteration makes the wrong decisions did not lead 
to an increase in the accuracy of training. In this 
regard, at the third and fourth iterations, all points 
of the paths on which the network trained at the 
second and third iteration allowed collisions were 
added to the training set. This approach has signifi-
cantly improved the accuracy of the training net-
work. As a result of the third iteration, the training 
set was increased to 11 800 examples for each class. 
At the same time, 1800 additional examples were 
created by filtering initial situations by the NN2 
network. The estimation of accuracy for training on 
a filtered sample was 89 %.

In iteration 4, the NN2 neural network is used to 
select training examples. The NN4 network is being 
studied, it includes an input layer, 10 convolutional 
layers with 40 filters and 3 fully connected output 
layers containing 32, 16 and 8 neurons. As a result 
of the fourth iteration, the training set was increased 
to 12600 examples for each class. The estimation of 
accuracy for training on a filtered sample was 94 %.

The assessment of accuracy during training is 
formed as follows. The training sample is divided 
into two parts. The first part, which contains 80 % 
of the examples, is used for training. The second 
part, which contains 20 % of the examples, is used 
to test the trained network. Since the training and 
validation samples contain sections of the same tra-
jectories, the accuracy of the trained network is ad-
ditionally checked on a separately generated sample, 
which contains 2000 test situations.

The sufficiency of the obtained training accuracy 
is estimated by the frequency of reaching the target 
point without collisions. During the simulation, an 
additional evaluation sample was created, including 
500 examples. For each example, a simulation of 
the movement of the robot with a neural network 
planner was carried out. An example is considered 
to be completed successfully if the robot will reach 
the target point without collisions and loops.

According to the simulation results, the prob-
ability estimation of achieving the goal is obtained: 
50 % for the first iteration; 79 % for the second 
iteration; 85 % for the third iteration, 92 % for the 
fourth iteration.

The simulation results of a trained neural network, 
presented in Fig. 9 (see the second side of cover) al-
low us to conclude that a trained neural network is 
able to plan a route in a rather complex environment, 
for example, in a city. In Fig. 9 points show the route 
set by the D* algorithm, and asterisks indicate the 
route set by the NN3 neural network.

Further, to assess the effect of using the proposed 
iterative procedure, the modeling of the NN4 neu-
ral network trained on a simple (unfiltered) sample 
of 12 600 situations for each of the eight classes 
was simulated. The estimation of traning accuracy 
is 91.3 %. The probability of reaching the target 
point without collisions for a neural network trained 
on a regular sample was equal to 79 %. Thus, the 
increase in efficiency in the frequency of successful 
achievement of the goal was about 12 %.

Then, an increase in the simple training sample 
was applied to obtain the same frequency of success-
ful achievement of the goal as in the sample created 
using the suggested iterative procedure at iteration 4.
The shown indicator (92 %) was achieved on the 
volume of the training sample of 20,000 situations 
for each of the eight classes. Thus, the proposed 
procedure permits to reduce the training sample 
by 40 %.

Simulation results of the path planning algorithms. 
Considered group consists of 5 mobile wheeled ro-
bots, NR = 5. Environment is presented in Fig. 2. 
Width of area Ω0 is equal to 20 m, L1 = 20 m. Length 
of area Ω0 is equal to 5 m, L2 = 5 m. Distribution
of robots in area Ω0 is described by solution prob-
lem   (5). Vertices of area Ω0 are [0; 0], [0; 5], [20; 5], 
and [20; 0]. Problem (5) with 10 free variables (de-
sired coordinates of the robots) is solved by Matlab 
function fminimax.

In Fig. 10 (see the second side of cover) evolution 
of the desired locations of the robots are presented. 
In Fig. 10a the complexity of the environment is not 
taken into account. If Fig. 10b the complexity of the 
environment is taken into account.

Starting locations of the robots are indicated by 
circles. Target locations of the robots are indicated 
by clear squires. Obstacle is indicated by filled rec-
tangular. The vision system detects obstacle on the 
firth step of simulation. Coefficients kij = 1.0 in
Fig. 10a, but kij = 0.5 in Fig. 10b. Coefficients kij are 
used in expression (8). From Fig. 10 it is clear that 
the distances from the robots to the obstacle in the 
second case are more than in the first case. It should 
be noted that the group when moving independently 
forms a formation. The formation changes when the 
appearance or disappearance of obstacles.

In Fig. 11 (see the thired side of cover) simula-
tion results are presented for environment with two 
obstacles. In this case the group is divided into two 
clusters while the obstacles avoiding. Coefficients 
ki2 = 0.7. Also, when approaching an obstacle at a 
dangerous distance, the algorithms of obstacle avoid-
ance presented in [18] are used at the lower level.
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Simulation of path planning and environment 
classification algorithms. Evaluation of the neural 
environment classification is based on criterion (1). 
Coefficients of criterion are k1 = 1; k2 = k3 = 0. 
Thus criterion is the time of movement. Evaluation 
is performed on additional sample of 500 elements.

Velocity of the robot is calculated as follows.

 
⎧ + −⎪= ⎨
⎪ >⎩

min max min max

max max

( ) , ,

, ,

R
sR

R

r
V V V V V

rV

V V V

m
 (10)

where r is the distance from the robot to the ob-
stacle, rs = 3 m is safety distance, Vmin = 0.25 m/s 
is minimal velocity of the robot, Vmax = 1.0 m/s is 
maximal velocity of the robot.

According to the results of numerical studies, the 
average time of movement is about 30 seconds. If 
the optimal algorithm is chosen then the time of 
movement is about 28,2—28,8 seconds. Thus the 
effect of environment classification is 4—6 %.

Simulation results of five robots movements in 
the uncertain environment with four obstacles are 
presented in Fig. 12 (see the thired side of cover).

Starting locations of the robots are [5; 4], [15; 2], 
[17; 1], [30; 3], and [35; 3]. Vertices of area Ω0 are 
[0; 0], [0; 5], and [50; 5], [50; 0]. Aim of the group 
is movement to the target area with vertices [0; 45], 
[0; 50], [50; 50], and [50; 45]. Aim is achieved if all 
robots of the group are in the target area.

In figure 12, the three m  ain maneuvers performed 
by the group during the movement are clearly vi sible. 
The first time the group performs a maneuver when 
it detects an obstacle located in the area of the first 
robot. The second time the group performs a ma-
neuver when it detects obstacles in the right part of 
the environment. The last maneuver is forced by the 
obstacle located in the target area.

Experiments results. The first aim of experi-
ments is evaluation of computational efficiency of 
neural networks in comparison with optimal algo-
rithm D* (modified D*). The second aim of ex-
periments is evaluation of feasibility of the proposed 
algorithms.

Experiments are performed with the group of 
two mobile robots equipped by wheeled platform, 
onboard computer Raspberry PI 3B +, all-around 
looking lidar RP Lidar A2, controller Arduino 
Uno, and optical encoders.

Implementation of the planning and classifica-
tion algorithms are based on the neural network de-
scribed as follows.

Computational efficiency is evaluated in 512Ѕ512 
cell environment. The results of the evaluation are 
as follows.

The time for path planning of D* algorithm is 
0.3—3.0 seconds. The average time is 1.3 seconds. 
The time for path planning of the proposed neural 
network is about 0.4 seconds.

The obtained effect is achieved due to the fact 
that the neural network calculates only the current 
direction of movement. The D* algorithm calcu-
lates the entire path of the robot. In a stationary 
environment this advantage is not important. In a 
dynamical environment or for a moving target point 
this advantage is very important.

In Fig. 13 (see the thired side of cover) results of 
experiments are presented. Planned points are indi-
cated by squires, and paths of the robots are shown 
by lines. Step of the grid is 0.5 m. There are two 
stationary obstacles in the Fig. 13.

Mean error of the robot’s path is about 0.12 m.

Conclusion

The algorithms of the group control of mobile ro-
bots for 2-D uncertain environment are proposed. 
The novelty of the algorithms is described as follows.

Algorithm of robot’s formation constructing is 
proposed. The algorithm includes Delaunay triangu-
lation and optimization of i-th robot’s location. This 
is development of algorithms presented at [18], but in 
this article a maximin optimization problem is used.

Coefficients kij as function of the state comp-
lexity are introduced. These coefficients shift the 
robots from obstacles to free areas.

Neural path planning algorithm is proposed. 
The algorithm is characterized by the use of a neu-
ral network that produces the current direction of 
movement. The algorithm decreases time of the 
path planning by three times. The effect is achieved 
for uncertain dynamical environments.

Novel iterative algorithm of neural networks 
training is proposed. The algorithm allows select for 
training situations that the neural network classifies 
with errors. The algorithm reduces the amount of 
training sample to 40 %. Also the proposed algo-
rithm reduces the time of creating a training sample.

Further development of the results is to take into 
account the limitations imposed on the planned 
path of dynamic and kinematic properties of robots. 
Due to inertia the robot may not get to the planned 
point, so taking into account the inertial properties 
of the robot is an important problem. Also, when 
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driving at high speeds, it is important to specify not 
only the next target point, but also a certain num-
ber of path points. The solution to this problem will 
increase the possible speed.
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