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Abstract

The paper describes the modelling of a demining manipulator that contains a pneumatic drive, an infrared mine detector and a mine
neutralizator. The infrared mine detector identifies the mine position in the scanning mode of the manipulator and gives a control signal
to an input of a manipulator drive control unit for accurate positioning of the neutralizator above the detected mine. A problem of the
optimal manipulator positioning in the sense of the control energy consumption minimization is solved. The feedback loop contains only
one sensor to perform the optimal positioning of the third-order control object due to an observer application. Modelling results of the
infrared detector mine searching and of the neutralizator positioning by means of a pneumatic manipulator are presented. A comparison
of modelling and experimental results shows that modelling assumptions correspond enough to real process parameters.
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MoaenupoBaHue oNnTUMaNbLHOIO peXxuma paboTbl MaHUNynsTopa
ANs pa3MUHUPOBaHUA

Onucvigaemcs Mo0eauposanue Manunyaimopa 0451 pasmunupO8aHus, KOMopwlid co0epi’cum NHeeMamuvecKui npueoo, uH-
@pakpachbiil damuuk u Heimpaauzamop muH. Hugpakpacheii damuuk onpedensem NOA0NCEHUE MUHBL 8 pedcuMe CKAHUPOBAHUS
MAHURYAAMOPA U hodaem YRPAGAARWUE CUSHAA HA 8X00 0A0KA YNpaeieHus npueoda MAHUNYAAmopa 04 MOYHO20 NO3ULUO-
HUPOBAHUs Helmpaauzamopa Had o6HapydceHHol MuHol. Pewena 3a0aua onmumanbHo20 NO3UUUOHUPOBAHUA MAHUNYASAMOPA
6 CMbiCAe MUHUMUZAYUU dHepeonompebaeHus Ha ynpagienue. Konmyp obpamuol cea3u codepicum moasbko 00uH 0amuux 041
6bINOAHEHUS ONMUMAAbHO20 NO3UYUOHUPOBAHUS cUCeMbl 61a200aps npumMeHeruo Habardamens. Ynpaenrenue cucmemoti ocy-
wecmensemcs ¢ NOMOUbI0 NHeMamu4ecko2o cuenana. Mugopmayus o meKywem coCmosHuu cucmemst nooaemcs om 0amuuka
daeaenus, NOOKAHEHHO20 K NHEGMAMUYecKUM YUAUHOpam, u om Haobrwdamens. [Ipedcmaeiena pearuzayus cucmemsl onmu-
MANbHO20 YNPABAeHUs, KOmopas mpebyem moabko mpex 640K08 MACUMAOUPOBAHUs U 00H020 CYMMAmMopa, npu 3Mmom mMooedb
MAHURYAAMOPA COCMOUmM U3 08yX UHMe2pamopos, 00H020 CyMMAmopa u 08yx 640K08 macumabuposarus. Pearuzoeano Kom-
nbIOMepHoe M0OeAUpoganue pabomsl UHGpaKpacho2o damuuka muH. Paccuumano 3amyxanue Mukpoeois u Nompeoasemas Mous-
HOCMb Ha 3a0anHOl enyOUuHe 3areeanus Munsl 6 epyume. Paboma ungpakpacrnoeo damuuxa modeaupyemcs 6 08yX@a3Hom pedscu-
me noucka mun. Iloayuennoe pacnpedesenue memnepamypsl 6Hympu o0sema epyHma, codepiicaujee0 Mury, nocie 8030elicmeus
Ha pabouyio 30Hy MUKPOBOAHAMU, HO360Aem NOAYHAMb UHPOPMAYUIO 0 MeCMOHAX0XNcOeHuu muHsl. [Ipedcmagnenst pezysvmameot
MOO0eAUpOBaAHUs NOUCKA MUHbL UHPPAKDACHBIM 0aAMUYUKOM U MOOAUPOBAHUS NOZUUUOHUPOBAHUS HEelIMPAAU3amopa ¢ NOMOUubIo
nHeemamuuecko2o manunyramopa. CpagrHenue pe3yibmamos Mo0eAupoOS8aHUs U IKCHePUMEHMa NOKa3vleaem, 4mo donyujeHus,
npuHsmole npu MOOAUPOBAHUU, OOCMAMOUHO MOYHO COOMBEMCMEYIOM NAPAMEMPAM PeatbHO20 NPOYeccd.

Karoueesvie caoea: modeaupoganue, MaHunyasmop, pa3muHupo8anue, NHeeMamu4eckuti npugood, ONMUMAAbHOE NO3UYUOHU -
posanue, uH@paxkpacuulli damuux, Habawdamens
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Introduction

Landmines affect almost every aspect of life in
states recovering from conflict. According to the
UN Mine Action Service, there are more than
110 million mines spread across 68 countries [1]. The
Convention on the Prohibition of the Use, Stock-
piling, Production and Transfer of Anti-Personnel
Mines and on their Destruction, known informally
as Mine Ban Treaty, aims at eliminating anti-per-
sonnel landmines (AP-mines) around the world. To
date, there are 164 state parties to the treaty.

If the cost of the mine removing would be about
the cost of the mine, the main advantages of using
the mine would disappear. Automation of demining
operations can carry out this task with substantially
reduced costs due to the special design of the de-
mining system [2—6].

Automation of demining can be performed by
means of autonomous robots equipped with a mine
detection block and a mine neutralizator. A robot
manipulator carries out searching trajectories of the
detection block and positioning of the mine neu-
tralizator.

For autonomous robots high payload-to-weight
ratio of the manipulator is important. Pneumatic
manipulators have such a possibility, compared
to electric driven manipulators. Another desirable
characteristic for autonomous systems is the mini-
mization of the energy consumption of the on-
board supply unit. This demands applying an op-
timal feedback control of the manipulator motion.

It was concluded in [7] that the third-order con-
trol provides a practical choice for effective control
of pneumatic manipulators. Sometimes, in prac-
tice, it is impossible to measure a full phase vector
because of design parameters of the manipulator.
Minimizing the sensors number used for optimal
control is important in this case.

The demining manipulator should fulfill the
searching motion of the mine detector and the po-
sitioning of the demining equipment. Modelling of
the infrared (IR) detector mine searching and of
the mine neutralizator positioning by means of the
pneumatic manipulator is presented.

1. System description

The demining system consists of the manipula-
tor that is installed on a mobile robot (Fig. 1.1). The
end-effector of the manipulator contains a mine de-
tector and a mine neutralizator.

Fig. 1.1. General diagram of the system:

1 — mobile robot; 2 — wheels; 3 — manipulator; 4 — manipulator
drive; 5 — mine detector; 6 — mine neutralizator; 7 — control
and supply block; & — scanning trajectory; 9 — mine; 10 —
neutralizator positioning trajectory

The mine detector performs scanning trajectories
by means of the manipulator during robot motion
across a minefield. After a mine is detected, the ma-
nipulator should perform the neutralizator positio-
ning trajectory to place it over the detected mine.

The neutralizator is based on laser heating of
the mine until the explosive filler ignites and starts
to burn. If the mine has a metal case, the heat is
conducted through the case and target irradiation is
continued until the temperature of the inside wall
and the temperature of the explosive filler exceeds its
combustion temperature [8]. If it is a plastic case, the
case is irradiated until it has been penetrated and the
explosive filler is ignited, either directly from the laser
radiation or from the flames burning the plastic case.

A functional diagram of the system is shown in
Fig. 1.2.

The mine detector provides information about the
mine angle position in the scanning mode of the ma-
nipulator. This information goes by a feedback loop
to the control unit and changes the scanning mode

Control
unit

Manipulator
drive

Manipulator

Mine
detector

Mine
neutralizator

Fig. 1.2. Functional diagram of the system
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with 180° rotation to the neutralizator positioning
mode with rotation to the detected area. The mani-
pulator drive performs positioning of the neutraliza-
tor according to the given angle. The angle is mea-
sured relatively to the central axis of the manipula-
tor taking into account the design parameters of the
neutralizator and its connection to the manipulator.

2. Mine detector modelling

The mine sensing is based on an infrared image
analysis obtained during microwave soil heating and
posterior cooling. The detector prototype contains
a microwave klystron emitting 1 kW power at the
frequency of 2.45 GHz and two infrared sensors sen-
sitive in the range of 8—I14 um. Depending on the
soil dielectric properties, the emitted radiation will
be absorbed, reflected or transmitted through. Com-
mon plastic materials are transmissive, metals reflect
the microwaves, and wet soil absorbs and converts
the radiation to heat. Using this sensor, it is pos-
sible to image thermal gradients in the soil surface
and detect different rates of temperature changes de-
pending on the soil content [9].

The mine detector uses temperature gradients
sensed over a homogeneous soil surface containing
a plastic mine. According to the electromagnetic
theory, a plane wave propagating in a lossy dielec-
tric can be expressed by [10]:

E = Eje® = Eje *%e /P2, 2.1

where 7 is the propagation direction, E is the elec-
tric field in position z = 0, and o and B are attenu-
ation and phase constants for the material in which
the wave is propagating. The propagation constant y
can be expressed by the following equation

Y = JJjou(s + jog), 2.2

where ¢ = g,y and p = p,p, are the dielectric per-
mittivity and the magnetic permeability of the ma-
terial expressed here relatively to the permittivity g,
and permeability p, in free space, ¢ is the material
conductivity and o is the angular frequency of the
wave. If o is much bigger then oe, the medium can
be considered as a perfect conductor, if ¢ is much
smaller then we the medium can be considered as a
perfect dielectric.

When a planar electromagnetic wave propagates
into a soil surface, part of it will be refracted into
the soil and the other part will be reflected to the
air (Fig. 2.1).

Fig. 2.1. Electromagnetic wave reflection and refraction

According to the Snell’s law, reflection and re-
fraction angles can be expressed by the following
equations:

6; = 6, 2.3)
sin 6,
—Lt= 24
sin @, & @4

where 6;, 8, and 6, are incident, reflection and refrac-
tion angles respectively, n — refraction coefficient.

The ratio between the reflected (£,) and the in-
cident electric field (£)) is the reflection coefficient.
Depending on the type of wave polarization used
(horizontal or vertical), this ratio can be expressed
by R, or R,

R, - E, _cosb; — e, —sin? o, : 2.5)

E:  cos 0; + \/a, —sin? o,

R _E, _&,c0s0; -, —sin?o, .

Ei ¢, cos0; +4fe, —sin0,

(2.6)

14

These expressions are useful to determine opti-
mum incident angle in order to maximize the en-
ergy propagated into the second medium. The elec-
tric field can be related with the transmitted power
using the Poynting vector expression and Maxwell
laws [11]. In the far field, the electromagnetic power
P can be expressed by:

P= L|E|2A, [W] (2.7)

2n

where m is the impedance seen by the wave (n =
= 120x in free space) and A is the soil area enclosed by
the valve radiation (in our case A4 = 0.1225 m?). The
heat generated in an elemental volume of material by
a microwave electric field depends mainly on the fre-
quency and on the dielectric properties of the material
[12]. The power P, absorbed per unit of volume can be
calculated through the following equation,

Pv = wE’tans, [W/m?] (2.8)
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mine and with the mine of 5 cm height, as a func-
tion of depth.

An analysis of the graphics shows that the electric
field does not suffer attenuation through the mine and,
therefore, the mine absorbs almost no power. The heat
transfer has a central role in electric heating applica-
tions. A heat transfer process can occur by conduction,
convection or radiation. By the application of electric
heating, all these mechanisms are important and can
actuate independently or in combination. According
to the Fourier law, the rate of heat transfer from one
body to another body at a different temperature can
be expressed by the following equation

g=-akil
dx
where k is the thermal conductivity, d7/dx is the
thermal gradient in the heat flux direction and A is
the heat flux cross-sectional area.
The equation for convection heat transfer phe-

nomena is

Q.11)

q=Ah(T,-T,), 2.12)
where A_ is the heat transfer coefficient and A is the
characteristic area, 7 is the surface temperature, 7.,
is the atmospheric temperature. The heat transfer
coefficient is a complex value that depends on the
specific heat, viscosity, thermal conductivity, den-
sity, and temperature difference.

Radiation represents the main heating process by
electromagnetic energy. The heat exchange between
two gray surfaces, 4, and A4,, can be expressed by
Stefan-Boltzmann law,

qr =F(81582,A1,A2)0(T14 —T24), (2.13)
where o is the Stefan-Boltzmann constant and
F(e, &, A, Ay) is a view factor that considers the
system geometry, particularly the relative orienta-
tion of areas 4; and A,. The parameter ¢ represents
the material emissivity.

By the energy conservation law, the energy flowing
into a surface, IT, plus the internal heat generation,
Py, should equal the energy stored in the surface, I1,
plus the energy abandoning the surface, IT.:

[T, +Pv =11,+II,. (2.14)

The internal heat generation in a material is a pro-
cess that can be provoked by the Joule effect with the
flow of an electrical current, or by dielectric heating
with microwaves. Dielectric heating occurs when a

substance is exposed to an electromagnetic field with
frequencies between 10 and 10° MHz, corresponding
to wavelengths from 30 m to 3 um respectively.

The heating rate of material exposed to micro-
waves (dielectric heating) can be calculated by the
energy conservation law, supposing the inexistence
of boundary losses by radiation or convection:

dT dT _oE’:tans

p—=Pv=>—=—7-—"-——,

dx dx Py

where c is the specific heat and p, is the material
density. The rate of a temperature variation is ex-
pressed in terms of conductivity or heat loss, elec-
tric field and operating frequency. This equation is
a good approximation of the temperature variation
inside the material, since the thermal conductivity
can be neglected in this case.

The general equation for mass and heat transfer,
particularly in non-homogeneous materials is very
complex. The general equation for heat transfer, in-
cluding the term of convection and the volumetric
source of heat P, can be written as

@.15)

cpy (%+UVT) =-Vg+ Pv, 2.15)
where T'is the temperature, q is the vector of total heat
flux, p, is the material density and v is the speed vec-
tor for the heat transfer fluid. The term V(pv) relative
to compressible fluids at a pressure p was ignored in
the above equation. If the material is submitted to ra-
diation, then the heat flux ¢ should include the radia-
tion term (gg) and the conduction term g,:

q=q.+qg =k, VT +qp, (2.16)

where k, is the effective thermal conductivity. Re-
placing the equation (2.16) in the equation (2.15)
we obtain

Py %_f =V (k,VT)=cpgoV T - Vg + Pv. 2.17)

The volumetric heating can be a consequence
of ohmic heating by an electric current flow in the
material, surface currents generated by induction
heating, or reorientation of electric dipoles due to
dielectric heating.

The modelling of a volume heating by micro-
wave radiation can be done using the Partial Dif-
ferential Equations (PDE) toolbox of Matlab. This
toolbox provides a graphical interface that allows
modelling the shape and properties of the materials
to be studied.
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Fig. 2.7. Mesh of triangular finite elements

The following equation was calculated over the
mesh of finite elements generated by the toolbox:

pocg—V(kVT) = PV+h(Text —T), (218)

where p, is the material density, ¢ is the specific
heat, T is the temperature, 7, is the external tem-
perature, k is the conduction coefficient, Pv repre-
sents the source of heat and /4 is the heat transfer
coefficient by convection.

This example considers the absorbed power equal
to power released by the source of heat. The first
step to simulate the soil heating is to draw the ge-
ometry of the problem boundaries using the toolbox
graphical interface.

In Fig. 2.6, the model representation of the soil,
a mine and the surrounding air can be seen.

The next step is to specify the boundary condi-
tions. The Dirichlet type of boundary conditions
allows specifying the temperature in the boundary.

After specifying the boundary conditions, it is neces-
sary to specify the parameters for each type of mate-
rial. To finish the modelling, it is necessary to gener-
ate a mesh of triangular finite elements. The mesh
can be automatically generated by the PDE toolbox
(see Fig. 2.7), but it can be adjusted manually.

The zones with higher temperature variation
have finer mesh (mine and surface areas) in order
to model the process accurately. The mesh of trian-
gular finite elements is used for calculations of the
heat distribution in the soil containing a mine.

Fig. 2.8 shows the temperature distribution in-
side a volume of soil containing a plastic mine
in the interior after exposing the workspace with
microwaves. The simulation initial temperature of
290 °K was considered for all the materials.

The simulation is composed of two phases. In
the first phase, the workspace is exposed to homo-
geneous electromagnetic radiation. The temperature
raises according to the materials properties.

The initial values of the second phase are the
final values of the first phase. In this phase the ma-
terial is not exposed to radiation, so only diffusion
phenomena’s occur by heat conduction. As it can be
seen in Fig. 2.9, the surface over the mine is colder

Fig. 2.9. Heat distribution in the end of second phase
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than the neighborhood because the quantity of heat
accumulated over the landmine is smaller than in
the other regions, leading to faster cooling.

As a result, a signal about the mine position is
generated by the detector. The control unit uses this
signal to identify a mine angle position relative to
the manipulator end-effector and gives a control
signal to the manipulator drive for positioning of
the neutralizator above the detected mine.

3. Manipulator drive modelling

A diagram of the drive control unit is shown in
Fig. 3.1. The observer is placed in the control loop
to minimize the number of sensors for the control.

A diagram of the manipulator drive is presented
in Fig. 3.2.

The manipulator of a length L and an end-ef-
fector with the technological load (detection block
and neutralizator) of mass m, is actuated by double-
acting pneumatic power cylinders by means a gear
with a lever d. The considered drive system with
pressure variation in pneumatic power cylinders [7]
is described by non-linear differential equations of
the third order

2F,]

¢=p—"5-1(9);

mL G.1)

__2PRIl, RT

V |8
v - k
: Manipulator Pressure :
: drive sensor Observer :
| |
| |
| |
| |
| |
| |
| |
1 Feed back |
: control loop :
| |

Fig. 3.2. Manipulator drive:
1 — manipulator; 2 — technological load; 3 — cylinders; 4 — gear

where ¢ is the angular position of the manipulator
gripper, p is the current pressure difference in pneu-
matic cylinder volumes, F, is the cross section of the
cylinder piston, d is a lever of the acting force, R is
the gas constant, 7 is the absolute temperature of
working gas, V is the full volume of the pneumatic
cylinder, P is the pressure inside the cylinder cham-
bers in an equilibrium position of the cylinder pis-
tons, g is the molar gas consumption in the pneuma-
tic cylinder chambers, f(¢) is the summand taking
into account the friction force of the drive system.

The force of inertia for rather large values of
mass m considerably exceeds the friction force in
the drive system. In this case, it is possible to trans-
form the system (3.1) as follows

X| = ay3X;3;
Xy = X3 (3.2)
X3 = —a31x1 + Ll,
where
X =Q; Xy = @) X3 =P
2F,d 2PF,d ~ RT (3.3)
apz = 5> d31 = s U=
mL |4 V

Thus, the phase coordinates of the system are
the angular position, the angular velocity of the ma-
nipulator end-effector, and the pressure in pneu-
matic power cylinders. The control parameter is
gas consumption. The problem of minimization of
the positioning coordinates of the system (3.2) and,
simultaneously, of the control energy consumption
should be solved. It is possible to solve the task by
means of the following quadratic criterion

I = [(ryx3 +r3x3 + pu?)dt, (3.4)

0
where r,, 13, p are adjustable coefficients. The control
of the system is carried out by means of a gas flow
valve. Information about the current system state is
obtained from the pressure sensor, connected with
the pneumatic cylinders, and from the observer [17].
The following moving object is considered:

X(t) = A(O)x(t) + B(u(?);
(1) = C(0)x(1),

where x is an unknown # vector of the object state,
u is a known control p vector, y is a vector of mea-
sured output parameters, 4, B, C are given matrixes
of corresponding dimensions.

To determine the state vector of an observed 7 sys-
tem with linearly independent m outputs, it is enough

3.5)
(3.6)
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to have an n — m observer. Let us consider a (n — m)
n matrix D with independent constant row elements
using the matrix C. If a vector z is a result of trans-
forming of the state vector x(f) by the matrix D, then

t C
yo|_{cl, o.

)] [D
The observation problem can be resolved if it is
possible to obtain an estimation z of the vector z,

and that an error 7 = z — Z tends to zero. Let us sup-
pose that a variation of the estimation is described as:

(3.7)

% 7 = F2(t) + Gu(t) + Hy(r).

To study the time behavior of the error Z it is
possible to use the following differential equation:

(3.8)

d d ~ . d ~
74D =2 =2) = Dx(t) - —-2(0).

Replacing the derivatives according to differen-
tial equations (3.1) and (3.4), we obtain

%Z(t) = DAx - F7+ (DB - G)u — Hy.

Substituting here 7 = Dx — Z and y = Cx, we have:

%Z(t) = FZ(t)+ (DA—- FD - HC)x(t) + (DB - G)u(t).

It means that the error zZ tends to zero irrespec-
tive of x and u, if the matrixes in the equation (3.8)
are chosen as follows:

F — asymptotically stable,
G = DB;
DA — FD = HC.

It then results in:

3.9)
(3.10)

L 2(0) = F2().
Therefore,
Z(t)=exp(Ft)Z(0)
or
2(1) = Dx(t) - exp(F1)Z(0).

The function Z(f) can be used as an approxima-
tion for z(¢) in the equation (3.3). Now the synthesis of

the observer is reduced to a solution of the equation

(3.10) with additional limitations about the stability of

the matrix F and the mutual lines independence of the

matrixes D and C. The indicated solution exists if the

matrixes A and F have different eigenvalues [18].
Defining:

X X 0 0 ap 0
X=X [;x={x,[;A=| 1 0 0 [;B=0|(3.11)

it is possible to record the system (3.2) in a matrix form

X = AX + BU. (3.12)

Taking into account, that for the considered case
c=[0 0 1], (3.13)

and accepting:

g [r [ 0] [
1 20 dy,

we can obtain equations for the observer. The equa-
tion (3.7), taking into account (3.13) and (3.14), can
be written as:

d22
d32

d23

3.14
) 0

y 0 0 17X
2| =|dy dy dy || %, (3.15)
25 dy; dy  diz || X3
and the equation (3.10) can be presented as:
0 0 a
dy dy dy N
b de d 1 0 0 |+
31 Gz d33 a3 0 0 (3.16)
dy

ol @ e o

From (3.16) we have the following equation system:

d32

dy, —aydy3 +dy =0;
dyy —ayds; +2dy, = 0;
d22 = 0,
a3y +dy =1
a13d31 + 2d23 = 1.
It is possible now to determine the elements of
the matrix D from the system (3.17) as:

(3.17)

-1
az (1 +azas)

a(31 [1—2(1“113031)71} —26131(1+al3a31)7l 0

1+a.a -1
(1+arsas)) (3.18)
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According to the equation (3.9), we have:

G- {(1+a,3a31)1}.

0

Taking into account equations (3.14) and (3.19),
it is possible to present (3.8) as:

B0 -

(3.19)

(3.20)
(1+ a13a31)_1 1
+ u@+|, |y@
0 1
or
%1 =—21A+ (1+al3a31)_1u+y; (3.21)
<, = —2Z2 + ).

According to the equation (3.15) and determi-
ning k = (1 + ajza3;), we have:

Yy =X
= “1-13 -1, .
Xy = a3 k™2 —az X35 (3.22)

~

PO B .
X2:——a3lkZ2 +—a31 6113 (k_Z)XI

2 2

The obtained observer is described by equations
(3.21) and (3.22).

Thus, measuring the variable x; = p and recei-
ving by an observer output the variables x; = ¢ and
X, = ¢, we have necessary information to design a
feedback control system of the pneumatic manipu-
lator by the criterion (3.4).

An implementation of the observer model accor-
ding to equations (3.21) and (3.22) is shown in Fig. 3.3.

5=y

=
= H
-1 &

Lata -2

=0
: —
=

Fig. 3.3. Implementation of the observer model

The implementation of the observer demands
two integrators, four summators and seven scaling
blocks. The observer output gives the necessary in-
formation for the synthesis of the control system.

For the considered stationary system we can use
the equation [19]:

R — PBR;'BP+AP+PA=0 (3.23)

where the matrixes A and B are determined accord-
ing to the equations (3.11), and:

00 0 Py P, B
Ri=101r O0iR=pP=|P Py Py|.(324
0 0 n Py Py Py

An optimal control of the system (3.2), (3.4) can
be written as follows:

U, =—Ry'B'PX = —p~!(Pyyx; + PyyXy + Pi3x3), (3.25)

where the elements i = 1, 2, 3 are amplifying coef-
ficients in the feedback loop of the control system.

The problem of the optimal control is reduced
to the determination of necessary elements of the
matrix P, which can be obtained from the equation
(3.23). For such a purpose a solution algorithm of
the equation (3.23) for stationary systems with infi-
nite time of observation can be used.

Let us introduce the following matrix:

—1pr
R= —A BR, B , (3.20)
R, A
and an expression for a matrix
AM— R (3.27)

where [ is the identity matrix, A is an eigenvalue of
the matrix (3.4). A determinant of the matrix (3.27) is:

det(L] - R) =23 [ﬁ By kal3a31] +
p

3 a
+ hapzay (M +hapzas) + f(—”zala)'

Considering:

A= (3.28)

then, rewriting the expression for det(A/ — R) with
usage of (3.28) and equating it to zero, we have:

OL3+(1

2 (013031 - r_3j + 0‘2013031 +
p (3.29)

2 _dps
+ a(a3as;) Y ra; =0.
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It is possible to solve the equation (3.29) using
equations (3.3) and defining A;, A,, A; that are lo-
cated to the left of an imaginary axis. We can intro-
duce the determinant of the matrix (3.27) as:

det(A! — R) = (-1)"A(M)A(-L), (3.30)

where A(L) — scalar polynomial of power xn. Thus,
AG) = (=) =hp)(—23).  (3.31)

Substituting values A, A,, A5 in the equation (3.31),
we can obtain a numerical value for A(A). Then, ma-
king a substitution A and R, we form a matrix

R

R
-y

The matrix R is defined by the equation (3.4)
and is equal to

(3.32)

[0 0 —ay; 0 0 0]
10 0 0 0 0
Ro|®1 0 0 00 p gy
00 0 0 1 —ay
0O rn 0 0 0 0
10 0 r a3 0 0 |

Now it is possible to have values R, and R, from
equations (3.32) and (3.33). According to [17],

P=R,R;". (3.34)

The necessary elements of the matrix P are de-

fined from the equation (3.34). Using them in the

equation (3.3), we obtain the optimal control solu-
tion as:

Uy =—p (P39 — Py — Ps3p). (3. 35)

F i
3 =t
1 ]

----------- ===

Information
block

Pressure
sensor

|
| Observer '—
1

Fig. 3.4. Implementation of the optimal control modelling

The simulation and an experimental test with the
industrial pneumatic manipulator Tsyklon [7] with
the following numerical parameters: P = 60 N/cmz,
d=8cm, m=200N, L=80cm, F, = 133cm2,
V= 2790 cm3, ry = 10, r; =1, p = 28 were done.
For these parameters, the optimal control solution
according to (3.35) is

u,=1,249-10°9-1,130-10°9 - 11,06 -10° p. (3.36)

o

Simulation and experimental results for the 30°
angle positioning (Fig. 3.5, @) and 90° angle posi-
tioning (Fig. 3.5, b) show that end-effector trajecto-
ries tend to the set angle exponentially quickly.

An accuracy difference between modelling tra-
jectories and experimental trajectories is inside
15 %. This difference is caused by the friction in-
fluence in the pneumatic elements of the real mani-
pulator. The accuracy discrepancy decreases by in-
creasing of the rotation angle value. Therefore, the
modelling assumptions correspond in a satisfactory
manner to the real positioning process parameters.

The system using the optimal con- r------- - - - - - - - - - - -

trol (3.35) is asymptotically stable.

An implementation of the optimal
control (3.35) with a simulation of the
object (3.2) is shown in Fig. 3.4.

Thus, the implementation of the
optimal control demands only three

Mine angle position, grad

Mine angle position, grad

scaling blocks and one summator.
The simulation of the object consists

of two integrators, one summator and
two scaling blocks. The control signal
is used in the drive for the optimal
positioning of the manipulator.

Fig. 3.5. Simulation results of manipulator positioning:
a — 30° angle positioning; b — 90° angle positioning (I — modelling trajectory; 2 —
experimental trajectory)
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The described modelling method can be applied
to manipulators with other design parameters for
the double-acting pneumatic drive.

Conclusions

Modelling of the demining manipulator is an
important task while developing demining robots,
in order to estimate the design and the dynamic pa-
rameters of the detection block and the manipulator
drive unit. This methodology appears well suited to
achieve the effective functioning of the automatic
demining system.

The IR detector functioning is modelled in the
mine searching two-phase mode. The obtained tem-
perature distribution inside a volume of soil con-
taining a plastic mine after exposing the workspace
with microwaves, permits generating information
about the location of the mine. This information is
used as an input signal for modelling of the position
control of the mine neutralizator by means of the
double-acting pneumatic manipulator drive.

The problem of the optimal manipulator posi-
tioning in the sense of the control energy consump-
tion minimization is solved. The feedback loop
contains only one sensor to perform the optimal
positioning of the third-order control object due to
an observer application. Simulation results with nu-
merical design parameters of the industrial pneu-
matic manipulator show that end-effector trajecto-
ries tend to the set angle exponentially quickly.

The comparison of the modelling and of the
experimental results shows that the modelling as-
sumptions are well adapted to the real process and
that the proposed technique provides effectiveness
in the system operation.
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