
755Мехатроника, автоматизация, управление, Том 19, № 12, 2018

СИСТЕМНЫЙ АНАЛИЗ,
УПРАВЛЕНИЕ И ОБРАБОТКА ИНФОРМАЦИИ

Abstract

The analytical   approaches to design of nonlinear control systems by the transformation of the nonlinear plant equations into 
quasilinear forms or into Jordan controlled form are considered. Shortly definitions of these forms and the mathematical expressions 
necessary for design of the control systems by these methods are submitted. These approaches can be applied if the pla nt’s nonlinearities 
are differentiable, the plant is controllable and the additional conditions are satisfied. Procedure of a control system design, i.e. 
definition of the equations of the control device, in both cases is completely analytical. Desirable quality of transients is provided 
with that, that corresponding values are given to roots of the characteris tic equations of some matrixes by calculation of the nonlinear 
control. The proposed methods provide asymptotical stability of the equilibrium in a bounded domain of the state space or its global 
stability and also desirable performance of transients. Performance of the nonlinear plants equations in the quasilinear form has no 
any complexities, if the mentioned above conditions are satisfied. The transformation of these equations to the Jordan controlled 
form very much often is reduced to change of the state variables designations of the plants. The suggested methods can be applied to 
design of control systems by various nonlinear technical plants ship-building, machine-building, aviation, agricultural and many other 
manufactures. Examples of the control systems design by the proposed analytical methods are given.
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Nonlinear Control Systems Design by Transformation Method

In nonlinear cases the plant equations are trans-
formed to the various forms. It can be normal ca-
nonical control form [1—4], triangular form [5, 6],
Lukyanov—Utkin regular form [7], quasilinear 
form [8—10], Jordan controlled form (JCF) [11—13] 
and others. Transformation of the humanoid robot 
equations to a controllability canonical form has 
allowed designing a control system which compen-
sates influence of external disturbances [2, 3] and 
parameters uncertainties [3]. If the plant equations 
are represented in the triangular form it is easy to 
apply the backstepping method to design stabilizing 
control or to design an adaptive control [5, 6]. The 
Lukyanov—Utkin regular form of the plant equations 
allows decoupling the high dimension design problem 
on several tasks of the smaller dimensions [7].

The purpose of this paper is the representation 
of a rather effective analytically approaches to the 
design of nonlinear control systems on the basis of 
transformation of the plants and control systems 
equations to the quasilinear or Jordan controlled 
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Introduction

The problem of control systems design for non-
linear plants still has no exhaustive solution though 
it was considered in many works. However, majority 
proposed methods have the bounded scope. There-
fore the new control design methods for nonlinear 
plants are actually. The transformation method of 
the plant equations to some simple form is widely 
used for solution of the linear and nonlinear con-
trol systems problem. This approach simplifies the 
solution of this problem and makes it analytical. 
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form. These approaches allow analytically fin ding 
controls, which provides stability of the system equi-
librium [9], duration and character of transients 
and astatic or full compensation of the influence 
of bounded external disturbances [12, 13]. Mathe-
matical basis of these approaches are differentiability 
plant nonlinearities, plant controllability [14]. Ap-
plication of the considered methods is expedient as 
the equations of many real plants have differentiable 
nonlinearity, and plant equations have JCF or may 
be represented in this form by simple transformation.

This article is organized as follows. The prob-
lem of nonlinear control systems design is given in 
section 2. Transformation of the nonlinear equa-
tions of dynamic plants and systems to the quasilin-
ear form is presented in section 3. Features of this 
transformation and the suggested analytical method 
of nonlinear control systems design on the basis of 
this form are given in section 4. The approach to 
design problem of the nonlinear control systems on 
the basis of a Jordan controlled form is considered 
in section 5. In the final section the corresponding 
examples of control systems design are resulted.

Statement of the Control Systems Design Problem

Let the equation of some controlled plant looks like

 0( , ),x f x u=�  (1)

where x is a measured state n-vector; f(x, u) is a non-
linear differentiable n-vector-function; u0 = u0(x) is 
an scalar control. Assume 0( , )x x t u=� � �  is the vec-
tor that describes the unperturbed motion of the 
plant (1); 0u �  is the corresponding control. Enter the 
deviations x x x= − ��  and 0 0.u u u= − �  Then the 
plant (1) in deviations is described by the equation:

 ( , ),x f x u=�� �  (2)

where 0 0( , ) [ ( , ) ( , )]f x u f x x u u f x u= + + −� � � �� �  is a 
nonlinear differentiable vector-function.

Usually, when u = 0 the equilibrium 0x ≡�  of 
the plant (2) is unstable or the processes in this 
plant are unsatisfactory. The control system design 
problem consists in the definition of the control 

( )u u x= �  so that equilibrium 0x ≡�  of the plant (2) 
was asymptotically stable, at least, in an bounded 
domain Ω, i.e.

 
0

0 0

lim ( , , ( )) 0,

, ,

t

n n

x t x u x

x R x R

→∞
=

∈ Ω ∈ Ω ∈ ∈ Ω ∈

� � �

� �
 (3)

where Ω0 is a bounded attraction domain of the 
equilibrium 0x ≡� . This control should provide also 
the desired duration and character of transients.

The solution method of the considered design 
problem depends, first of all, on properties of the 
nonlinear vector-function ( , )f x u� . In the beginning 
we shall consider as the quasilinear form of the equa-
tion (2) is applied to this purpose and then — the 
Jordan controlled form. Conditions on the nonlinear 
vector-function ( , ),f x u�  at which the design prob-
lem has the solution by there methods, will be shown.

Control System Design Using Quasilinear Form

Suppose the nonlinear vector-function ( , )f x u�  
in equation (2) such that

 

( , )
(0, 0) 0; ( );

, .

i
i u

n

f x u
f f x

u

x R x M Ω

∂
= =

∂

∈ Ω ∈ < ∞

� �

� � m
 (4)

where MΩ is a number dependent on the sizes of do-
main Ω. Before passing to the solution of the state-
ment problem, we shall define the term "quasilinear 
form" of nonlinear functions and nonlinear vector-
functions.

Assume some nonlinear function f(x) = f(x1, ..., xn) 
of variables x1, ..., xn is differentiable. Then it can be 
presented always as follows:

 f(x) = aT(x)x + f(0) = [a1(x) ... an(x)]x + f(0), (5)

where aT(x) is some functional n-vector and ai(x) are 
its components depend on a way of integration of 
the partial derivatives fi(x) = ∂f(x)/∂xi from a point 
x ≡ 0 to a point x. Various ways of integration give 
various quasilinear representations of the nonlinear 
function [8, 9, 14]. We shall use the following 
expressions for definition of the components ai(x):

 
1

1 1
0

( ) ( , , ,0, 0) , 1, .I
i i i ia x f x x x d i n−= θ θ =∫ … …  (6)

The validity of the expressions (5), (6) will be 
shown on examples. Let us consider the function 

2 3 4
1 2 2 3 1 3( ) ,f x x x x x x x∗ = + + + υ  where x1, x2, x3 

there are independent variables and υ is some con-
stant. The function f*(x) is differentiable; therefore 
there are its partial derivatives:

 
2 3

1 2 1 3

3 2 4
2 1 2 3 3 2 3 1

( ) 4 ;

( ) 2 ; ( ) 3 ,

f x x x x

f x x x x f x x x x

∗

∗ ∗

= +

= + = +
 (7)
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and f*(0) = υ. Substituting the received the partial 
derivatives (7) in the formula (6), we shall find:
a*1(x) = 0, a*2(x) = x1x2, 

4 2
3 1 2 3( ) ,a x x x x∗ = +  i.e. the 

vector 4 2
1 2 1 2 3( ) [0 ]Ta x x x x x x∗ = + . The received 

vector and the formula (5) give the consider nonlin-
ear function f*(x).

The expressions (5) and (6) are fair and in rela-
tion to differentiable vector-functions with replace-
ment of a vector aT(x) by a corresponding func-
tional matrix. Let, for example, xT = [x1 x2 x3] and 

2 3
2 1 2 3 1 3 1 3( ) [3 4 7 2 sin 1,2 ].Tf x x x x x x x x x∗∗ = + + +

The expression (6) applied to the components of 
this vector-function give a matrix

 
1

1 2
2

1 3

4 3 0

( ) 2 ( ) 0 7 ,

0 0 1,2

x

A x x x

x x

⎡ ⎤
⎢ ⎥

= ω⎢ ⎥
⎢ ⎥+⎣ ⎦

where ω(x1) = (sinx1)/x1. The validity of the expres-
sion f**(x) = A(x)x + f**(0) is evidently.

Though quasilinear representations of a differ-
entiable function and an vector-function are not 
unique, but any quasilinear form describes the giv-
en nonlinearity precisely, in difference, for example, 
from "the first approximation" [4, 5].

The vector-function ( , )f x u�  from the equation 
(2) satisfies the conditions (4), therefore according 
to expressions (5), (6) this equation can be submit-
ted as follows:

 ( ) ( ) , , .nx A x x b x u x R x M Ω= + ∈ Ω ∈ < ∞�� � � � � m  (8)

Here ( ) [ ( )]i jA x a x=� �  is a functional nЅn-
matrix, ( ) [ ( )]ib x b x=� �  is functional n-vector and 

( ) ( ).i iub x f x=� �  The equation (8) is the quasilinear 
form of the equation (2).

In summary, we shall emphasize: the right parts 
of the equations (2) and (8) are completely identical 
with all , ,nx R x M Ω∈ Ω ∈ < ∞� � m  i.e. the quasi-
linear form (8) is the exact representation of the 
nonlinear differential equations such as (2), satis-
fying conditions (4). The quasilinear form of non-
linear equations is close to linear; therefore the well 
developed analytical methods of the linear control 
theory can be applied to the problem solution of the 
nonlinear systems design.

The control at equation (8) is searched also in 
the quasilinear form:

 1
( ) ( ) ( ) ;

, .

n
T

i i
i

n

u x k x x k x x

x R x M

=

Ω

= − = −

∈ Ω ∈ < ∞
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� � m
. (9)

Here ( )ik x�  are some nonlinear functions. Next 
equation follows from the expressions (8) and (9):

 ( ) ,x D x x=�� � �  (10)

where

 ( ) ( ) ( ) ( ).TD x A x b x k x= −� � � �  (11)

The characteristic polynomial of the functio-
nal matrix ( )D x�  (11), in view of the identity
det(M + bkT) = detM + kT(adjM)b [9], it is possible 
to present as follows:

 
( , ) det( ( ))

( , ) ( )adj( ( )) ( )T

D p x pE D x

A p x b x pE A x k x

= − =

= + −

� �

� � � �
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i
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= + ∑� � � �  (12)

Here adj is the adjunct matrix [9, 14] and poly-
nomials are determined by next expressions
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 (14)

where e1 = [1 0 ... 0], e2 = [0 1 ... 0], ..., en = [0 0 ... 1].
Let, according to stability and necessary perfor-

mance of the closed nonlinear system, the desirable 
characteristic polynomial of the matrix ( )D x�  from 
equation (10) is appointed the following kind:

 1
1 1 0( ) .n n

nD p p p p∗ ∗ − ∗ ∗
−= + δ + + δ + δ�  (15)

The polynomial (15) satisfies the Gurvits criteria. 
If the polynomial (15) is to substitute in the equation 
(12) instead of the polynomial ( , )D p x� , a polyno-
mial equation is formed which is equivalent in view 
of expressions (13), (14) to the following algebraic
system:
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 (16)
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Here ( )i i xη = η �  are the coefficients of the

polynomials difference: 0( ) ( , ) ( )D p D p x x∗ − = η +� �  
1

1 1( ) ( ) .n
nx p x p −

−+ η + + η� �…  In the system (16) the 
arguments of the functions are lowered for brevity.

Solution of the algebraic system (16) defines the 
functions ( )ik x�  from control (9) of the closed system 
(2), (9) or the system (10). The algebraic system (16) 
has the solution if the next condition is satisfied:

1det ( ) det[ ( ) ( ) ( ) ( ) ( )] 0;

, .

n

n

U x b x A x b x A x b x

x R x M

−

Ω

= ≠

∈ Ω ∈ < ∞

� � � � � �…
� � m

 (17)

Note, the condition (17) is the controllability 
condition of the nonlinear plant (8) [9, 10]. If the 
matrix A(x) = A and the vector b(x) = b in the equa-
tion (8) are constants then the inequality (17) passes 
in the well known Kalman controllability condition.

Thus, if the vector k(x) (9) is determined by the 
expressions (13)—(16) the constant matrix D(0) and 
the equilibrium x ≡ 0 of the nonlinear closed system 
(10) are stable. The majority of the control systems 
designed by this method are asymptotically stable in 
the bounded domain Ω ∈ Rn. Only in some cases the 
equilibrium x ≡ 0 of this system is globally asymptoti-
cally stable [9]. Hence, if the plant equations are 
transformed to the quasilinear form, then expressions 
(9)—(16) allow finding control by which the condition 
(3) is carried out. Bounded attraction domain Ω0 from 
the condition (3) can be found using Lyapunov’s func-
tion, constructed for stable system (0) .x D x=�� �

It is easy to see, that expressions (13)—(16) can be 
applied to design of a modal control for linear plants 
with constant parameters. But in this case the pro-
posed design method provides the global stability of 
the closed system. The application of the quasilinear 
form and the expressions (9)—(16) to control systems 
design shall be shown on an example below.

Control Systems Design Using JCF
of the Plant Equations

Suppose the equations (2) of the plant (1) in the 
scalar form look like:

 1 1( , , ), 1, 1;i i ix x x i n+= ϕ = −�� � �…  (18)

 1( , , ) ,n n nx x x u= ϕ +�� � �…  (19)

where 0
1 1 1 1 1( , , ) ( ) ( )i i i i i i ix x f x x f x+ + + +ϕ = + − =�� � �…  

1( ),i ix += ϕ �  1, 1i n= −  and 0( , )nf x x u u+ + −� ��  

0( , ) ( )n nf x u x u− = ϕ +� � �  are differentiable n – i time 

nonlinear function; 1[ ]Ti ix x x=� � �…  is a sub vector 
and nx x=� �  evidently; ( )u u x= �  is the search control.

The controllability conditions of the system (18), 
(19) can be written down as follows:

 
1 1

1

( , , )
0;

1, 1; ,

i i

i

n

x x
x

i n x R

+

+

∂ϕ
ε ≠

∂

= − ∈ Ω ∈

� �…
�

�

l
 (20)

where ε there is any positive number. The domain Ω 
includes the equilibrium 0.x =�

Definition. If the system of equations (18), (19) 
satisfies the conditions (20), it is called "Jordan con-
trolled form" [9, 11].

Evidently, the Jordan controlled form is a gene-
ralization of the known triangular form of the equa-
tions of nonlinear plants [5, 6].

To solve the control system design problem,
using the given approach, first of all, the state vec-
tor x�  of the system (18)—(20) is transformed to new 
state vector

 1 2( ) [ ( ) ( ) ( )]Tnw w x w x w x w x= = …� � � � , (21)

where

 

1 1

1
1

1 1 1 1
1

,

( ) ( ) ( ),

2, ,

i
i

i i i i i

w x

w
w x x w x

x

i n

−
−

ν ν+ − − −
ν= ν

=

∂
= ϕ + λ

∂

=

∑

�
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�

 (22)

and λi are some constants. The transformation ( )w x�  
(21), (22) is bounded and is convertible by virtue of 
conditions (20), i.e. in the domain Ω ∈ Rn there is a 
bounded inverse transformation ( )x x w=� �  such that 

( ) ( ( ))x w x w x x= =� � � � .
The stabilizing control ( )u u x= �  for plant (18), 

(19) is determined by the expressions

[ ]1
1 2( ) ( ) ( ) ( ) ( ); ;n n nu x x x w x x x−= −γ γ + λ − ϕ ∈ Ω� � � � � �  (23)
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1
1 1

1

2 1
1

( ) ( )
( ) ;

( )
( ) ( ); ,

n
n i i

in i

n
n

w x x
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x x

w x
x x x

x

−
+

= +
−

ν ν+
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∂ ∂ϕ
γ = =

∂ ∂

∂
γ = ϕ ∈ Ω

∂

∏

∑

� ��
� �

�� � ��
�

 (24)

where λn l ε > 0; the variables ( )nw x�  are deter-
mined by the expressions (22) with λi l ε > 0 for all 

1, 1i n= −  [11—13].
The close system (18)—(20) with control (22)—

(24) is described in the new variables ( )i i iw w x= � , 
1,i n=  by the expressions
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1

2

1 0

0 0
, .

1

0 0

n n

n

w w

−λ⎡ ⎤
⎢ ⎥−λ⎢ ⎥= Λ Λ =
⎢ ⎥
⎢ ⎥

−λ⎣ ⎦

…
��

� � �
…

 (25)

Note, the condition (20) ensures the existence of 
the stabilizing control (23) in the domain Ω ∈ Rn. 
The matrix Λn (25) coincides with the nЅn Jordan 
cell [15, p. 142], if λi = –λ, 1,i n= . Just therefore 
the system of equations (18), (19) is called "Jordan 
controlled form", if condition (20) is carried out in 
some domain Ω ∈ Rn. Evidently, the system (25) is 
asymptotically stable if λi l ε > 0, 1,i n= . Since 
the transformation (21)—(22) is convertible and 
bounded, then the equilibrium 0x =�  of the system 
(18), (19), (22)—(24) with λi l ε > 0, 1,i n=  also 
asymptotically stable in the domain Ω ∈ Rn.

So, if the nonlinear plant equation (2) is repre-
sented in the JCF (18), (19) and conditions (20) are 
carried out, then the expressions (21)—(24) give the 
another analytical design method of the nonlinear 
control systems.

Examples

Example 1. Let, the plant is described in devia-
tions by the equations

 1 2 2 21 1 23 3

3 2 2 3 3

, sin ,

( ) ( ) ,

x x x a x a x

x x x u

= = − +

= −ϕ − ϕ +

� �� � � � �
�� � �

 (26)

where a23 ≠ 0 and 2 2( ),xϕ �  3 3( )xϕ �  are differentiable 
functions. The state variables 1 2 3, ,x x x� � �  are mea-
sured. To find the control ( )u k x x= − � �  by which the 
equilibrium point 0x ≡�  of the plant (26) will be 
asymptotically stable and duration of the transients 
does not exceed one second.

In the equations (26) the vector-function
f(0, 0) = 0, therefore according to the formula (6) 
the quasilinear equation (8) corresponds to the 
equations (26) with

1 23

32 2 33 3

0 1 0 0

( ) ( ) 0 , ( ) 0 ,

0 ( ) ( ) 1

A x x a b x

a x a x

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= ω =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

� �
� �

 (27)

where 1
1 21 1( ) sin ,x a x x−ω = −� � �  1

3 ( ) ( ),j j j j ja x x x−= ϕ� � �
j = 2, 3.

It is easy to see that the equation (8) in view of the 
expressions (27) is the exact representation of the 
equations of the nonlinear plant (26). In this case 

2
23det ( ) 0,U x a= − ≠�  the condition (17) is carried 

out, i.e. the solution of the design problem exists.

Passing to its definition, we find by the formulas 
(13) and (14) the polynomials:

3 2
33 3 1 0

2
1 23 2 23 3 1

( , ) ( ) ( ) ( ),

( , ) , ( , ) , ( , ) ( ),

A p x p a x p x p x

B p x a B p x a p B p x p x

= + + α + α

= = = − ω

� � � �

� � � �

where 1 23 32 2 1( ) ( ) ( ),x a a x xα = − ω� � �  0( )xα =�  

33 3 1( ) ( ).a x x= − ω� �  Let the desirable polynomial

 3 2
2 1 0( )D p p p p∗ ∗ ∗ ∗= + δ + δ + δ  (28)

satisfies to the Gurvits criterion. Then the system 
(17) will become

 
0 33 3 123 1 1

23 2 1 23 32 2 1

3 2 33 3

( ) ( )0 ( )

0 0 ( ) ( ) .

0 0 1 ( )

a x xa x k

a k a a x x

k a x

∗

∗

∗

⎡ ⎤δ + ω−ω⎡ ⎤ ⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥ = δ − + ω⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ δ −⎣ ⎦ ⎣ ⎦ ⎢ ⎥⎣ ⎦

� ��
�

�

The solution of this system are functions: 

3 2 33 3( ) ( ),k x a x∗= δ −� �  1
2 23 1 1( ) ( ( ))k x a x− ∗= δ + ω −� �  

32 2( ),a x− �  1
1 23 0 2 1( ) ( ( )).k x a x− ∗ ∗= δ + δ ω� �  In according 

to the expression (9) this solution leads to control:

 
1

23 0 1 2 1

1
23 1 1 2 2 2 2 3 3 3

( ) sin

( ( )) ( ) ( ).

u x a x x

a x x x x x

− ∗ ∗

− ∗ ∗

= − δ + δ −

− δ + ω + ϕ − δ + ϕ

� � �

� � � � �
 (29)

It is easy to establish, that the characteristic 
polynomial D(p, x), calculated under the expression 
(11), is equal to the desirable polynomial D*(p) (28). 
Hence, the equilibrium point x ≡ 0 of the closed 
system (26), (29) is asymptotically stable in some 
bounded domain [9].

The closed system was simulated in MATLAB 
with 0 81,∗δ =  1 27,∗δ =  2 9,∗δ =  3 1∗δ =  and 

0 [0,25 3 0].x =�  Schedules of the variables of the 
designed system (26), (29) are shown on Fig. 1. 

Fig. 1. Schedules of the nonlinear system variables
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These schedules allow concluding, that the designed 
system is asymptotically stable and duration of the 
transients does not exceed 0.6 second.

Example 2. Suppose, a nonlinear plant is de-
scribed by the equations

 2
1 2 3 2 3 3 2 1; ; (1 ) .x x x u x x x x x= + = = +� � �  (30)

Control u must be found by method with ap-
plication JCF. The equilibrium x ≡ 0 of the close 
system must be asymptotically stable and time re-
sponse not more then 2.5 second.

In this case n = 3 but, form of the equations 
(30), evidently, does not meet to the JCF of the 
equations (18), (19). That the equations (30) had 
this form, we shall designate the state variables so: 

1 3,x x= �  2 1,x x= �  3 2.x x= �  The resulting equations 
of the plant (30) look like:

 
2

1 2 1 2 1 3 2

3 1 2

( ); (1 ) ( );

.

x x x x x x x

x x x u

= = ϕ = + = ϕ

= +

� �� � � � � � �
�� � �

 (31)

Equations (31) satisfy the conditions (20), since 

1 2( )/ 1x x∂ϕ ∂ =� �  and 2
2 3 1( )/ (1 )x x x∂ϕ ∂ = +� � �  for all 

3x R∈� . Therefore, equations (31) have JCF, and the 
design task has a solution.

According to the proposed JCF method the 
transformation (21) is determined by the expres-
sions (22) and (31) have next kind:

 
1 1 2 2 1 1

2
3 1 3 1 2 2 1 2 1

; ;

(1 ) ( ) .

w x w x x

w x x x x

= = + λ

= + + λ + λ + λ λ

� � �

� � � �
 (32)

The transformation (32) is not singular, convert-
ible and bounded for all 3,x R∈�  .x < ∞�  The func-
tions 1( )xγ �  and 2( )xγ �  are determined by the ex-
pressions (24), (32) and (31) as:

 
2

1 1

2
2 1 3 1 2 2 1 2 1 3

( ) (1 );

( ) (2 ) ( )(1 ) .

x x

x x x x x x

γ = +

γ = + λ λ + λ + λ +

� �

� � � � � �
 (33)

Now the search control is written under the ex-
pression (23) as:

 2
1 2 2 3 3 1( ) ( ( ) ( ))/(1 ).u x x x x w x x= − − γ + λ +� � � � � �  (34)

The expressions for this control in initial desig-
nations of the plant variables are obvious and here 
are not given. Transients of the nonlinear system 
(31), with controls (34), (32), (33) are submitted on 
Fig. 2. These schedules are received by simulation 

of the designed system in MATLAB with a21 = 2, 
a23 = 2,5, arctg2 2 2( ) 3 ( );x xϕ =� �  arctg3 3 3( ) 9 ( ),x xϕ =� �  
λ1 = 3, λ2 = 5, λ1 = 7 and 0 [0,3 0 3] .Tx =�

Apparently, the transient’s character of the non-
linear control systems can be changed by a choice 
of the values of the coefficients λi, 1, .i n=

Example 3. Nonlinear plant is described by the 
equations

 2
1 1 1 2 2sin 0,1 ; 0,25 ,x x b u x u a x= + = +� �  (35)

where b1 and a > 0 are constant parameters. To find 
the control u(x) by which the equilibrium x ≡ 0 of 
the plant (34) will be asymptotically stable.

The form of the equations (35) does not meet to 
the form of the equations (18), (19). A second order 
system ( ) ( )x f x b x u= +�  can be transformed to JCF 
[9], if the following condition is care out:

 K(x) = [Gx1(x) Gx2(x)]b(x) –
 – (b1x(x) + b2x(x))G(x) ≠ 0, (36)

where G(x) = det[ f(x) b(x)], Gxi(x) = ∂G(x)/∂xi,
bix(x) = ∂bi(x)/∂xi, i = 1, 2. In this case the functions 
G(x) = b2(x2)sin0,1x1, K(x) = b1b2(x2)cos0,1x1 and 

2
2 2 2( ) 0,25 .b x a x= +  Therefore, according to a 

condition (36), the equations (35) can be trans-
formed to JCF until |x1| < 5π and –0,25a2 <
< x2 m M < ∞. Transformation 1 1 1 2,x x b x= +� �  x2 =
= 2 2

20,25[( ) ]a x a+ −�  results the equations (35) in 
the kind: 1 1 1 2sin 0,1( ),x x b x= +�� � �  2 .x u=��  These equa-
tions have JCF and, using expressions (22)—(25), 
we find the control

 1 1 1 1 1

1 1

sin ( ) ( ) sin ( )
( ) ,

0,1 cos ( )
x x x

u x
b b x
β λ + λ β + λ λ

= − −
β

� � ��
�

 (37)

Fig. 2. Schedules of the system state variables
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where 1 1 2( ) 0,1( ),x x b xβ = +� � �  1 1 2 5 .x b x+ < π� �  The 
attraction domain of the equilibrium is bounded in 
this case. This domain can be determined by using 
of the linear character of the control systems (25) in 
variables wi, 1,i n=  [9].

Conclusion

Representation of the nonlinear plants equations 
in the quasilinear form or in the Jordan controlled 
form gives possibility to find analytically the con-
trols as nonlinear feedback on the state variables. 
These controls can provide asymptotic stability of 
the system equilibrium in some domain, duration 
and character of transients. Possibility conditions 
of transformation of the plant equations to the 
quasilinear form are very simple: nonlinear func-
tions should be differentiable. Conditions of trans-
formation to the Jordan controlled form are more 
complex. Generally, these conditions are not found. 
However representation of the plant equations in 
the Jordan controlled form is not of a rigid restric-
tion kind because the equations of the many real 
plants have this form or can be transformed to the 
JCF form by replacement of the state variables.
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