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Abstract

The use of low-orbit constellation of small or super-small satellites for solving problems of remote sensing of the Earth is a promising
direction for the development of space activities. In order to ensure the communication of these satellites with ground-based points in
advanced space systems, it is planned to use groupings of low-orbit communication satellites. At that, a certain formation of this grouping
is considered. It is assumed that the satellites are evenly distributed in several orbital planes, and each of them has a connection with two
neighboring satellites in its plane and two satellites in neighboring planes. The object of research in the article is the problem of routing,
namely, the search for routes for relaying data streams from remote sensing satellites to ground-based information reception points. The
proposed approach to solving the routing problem uses the following network specifics. The nodes of the network are remote sensing
satellites, communication satellites and objects of ground infrastructure. In this case, you can highlight two fragments of the network.
Communication satellites form the first fragment of the network, and the second one — the communication channels of these satellites with
ground infrastructure objects and remote sensing satellites. The topology of the first network fragment is static, and the topology of the
second fragment is dynamically changing. However, the dynamics of changes in the topology of this network fragment is predictable. It can
be calculated based on satellite flight simulations and described as a contact plan that defines the time parameters of satellite communication
sessions with ground stations. The solution of the problem is based on an agent-based approach. Satellite agents form the overlay layer of
the network and, based on information interaction, provide route search, traffic balancing, and data transmission without delays at network
nodes. The article offers information interaction schemes that provide both centralized and distributed route search options.
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CIno6 ouLy PAH, CaHkT-lNMeTepbypr
KOHu.enTyaanaﬂ MoAesib MapuwpyTu3aumm AaHHbIX
ANCTAHUMNOHHOIo 3oHAMNMpOoOBaHUA 3eMnu B rpynnmpoBkKe CnyTHMUKOB CBA3U
MHOFOCHyTHMKOBOﬁ KOCMWNYECKON CUCTEMbI

Hcnonvzoeanue Hu3K00pOUMANbHBIX 2DYNAUPOBOK MANBIX UAU CEGEPXMANbIX CNYMHUKOE 045 peuleHus 3a0a4 OUCMAHYUOH-
HO020 30HOuUpoeanus 3emau A645emcs 00HUM U3 OCHOBHbIX HANPAGAEHUL PA38UMUA KOCMU1ecKol deameavHocmu. [las obecne-
YeHUs C6A3U IMUX CHYMHUKO8 C HA3eMHbIMU NYHKMAMU 8 NepCReKMUBHbIX KOCMUYECKUX CUCMeMax npednoaazaemcs Ucnons-
308amb ePYRNUPOBKY HUZKOOPOUMANbHBIX CNYMHUK08 c8s3U. [Ipu smom paccmampusaemcs onpedeseHHoe nNOCMpoeHue Imoli
epynnuposxu. [lonaecaemcs, umo cnymHuku pagHomepro pacnpedeneHsvl 8 HeCKOAbKUX 0pOUMANbHBIX NAOCKOCMAX, U KANCObLl
U3 HUX UuMeem C843b ¢ 08YMs COCEOHUMU CNYMHUKAMU 8 C80ell NAOCKOCMU U 08YMA CHYMHUKAMU 8 COCeOHUX NAOCKOCMAX.
Ob6sexmom uccaedosanuii 6 cmamoe 1645emcs 3a40a4a MApupymu3ayuu, a UMeHHO NOUCK MAPUPYMOo8 045 peMmPaHCAAUUY NO-
MOK08 0AHHbIX CO CNYMHUKO08 OUCMAHYUOHHO20 30HOUPOBAHUS 8 HA3eMHble NYHKMbl NpUemMa UH@GopMayuu.
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pacnpedeneHnblll 6apUAHMbL NOUCKA MAPUIPYIOE.

3emau u CNYMHUKOE8 C8A3U, mapupymu3lauusi O0aHHBIX

B npedaaeaemom nodxode k peuieHur0 3a0a4u Mapupymu3ayuu Ucnoav3yemcs caedyouas cheyuguka cemu. Yramu cemu
ABAAIOMCA CHYMHUKU OUCMAHYUOHHO20 30HOUPOBAHUS, CHYMHUKU C8A3U U 006eKMbl HA3eMHOU uHpacmpykmypol. Tlpu smom
MOJCHO 8blOeaums 06a gpaemenma cemu. Ilepewili hpaemenm cemu obpasyom cnymuHuKuy c8s13u, a 6mMopou ppaemenm — Ka-
HAAbL C8A3U IMUX CHYMHUKO8 ¢ 006eKMaMu HA3eMHOU UHDPACMPYKMYPbl U CHYMHUKAMU OUCAHUUOHHO20 30HOUPOBAHUS.
Tononoeusn nepgoeo gpaemenma cemu A643emca NOCMOAHHOU, a MONOAO2UA 8MOPO20 pasmenma — OUHAMUHECKU U3MEeH -
roweiica. O0HAKo OUHAMUKA U3MEHEeHUs MONoA02UU 3M0o20 ppasmenma cemu seasemcs npedckaszyemoi. Ona moxcem pac-
CHUMbIBAMbCS HA OCHOBE MOOEAUPOBAHUS NOAEMA CHYMHUKO8 U ORUCHIBAMbCS 8 6Ude NAAHA KOHMAKMO8, ONpedensiloue2o
6peMeHHble Napamempsbl CeAnco8 C8A3U CHYMHUKO8 C HA3eMHbIMU NYHKmMamu. B ocnoee pewenus 3adauu nexcum azeHmHo-
OPUEHMUPOBAHHBLI N00X00. A2eHmbl CHYMHUKO8 00pa3ym 06epAeliHbill CA0U cemu U HA OCHO8e UHDOPMAUUOHHO20 63AU-
MoOelicmeus 0becne4uearom NOUCK Mapupymoes, 6aiaHcupoeky mpaguka u nepedauy 0anHwvix 6e3 3adepiiceK 6 y3arax cemu.
B cmamve npednaearomesa cxemvl UHPOPMAUUOHHO20 63aumodelicmeus, obecnevugarujue KaKk YeHmpaiu308anHslll, MaKk u

Karueenie caosa: MHO20CNYMHUKOBAA KOCMU4ecKkas cucmema, epynnupoeku CnymHuKoe 6ucmaHuu0HH030 30H6upoeaﬁuﬂ

Introduction

Remote sensing of the Earth (ERS) is currently
one of the most demanded space technologies. The
growth of a service market in this area is predicted to
reach $8.5 billion by 2026 [1]. Further development
of ERS technologies is associated with use of small,
micro, and mini satellites, and creation of multi-sat-
ellite space systems. The development and creation
of such systems requires the study of many prob-
lems from various subject areas [2]. These include the
routing of remote sensing data transmission to the
Earth, which is the object of research in this paper.

One of the main factors that determine the
choice of approach to its solution is the orbital for-
mation of satellite constellation, the structure and
dynamics of changes in the network topology over
time, and the type of network connectivity [3].

Depending on the orbital formation and the
size of the satellite constellation, the network can
be fully connected or non-connected. In the case
of connected networks, routing algorithms [4—13]
used on the Internet, in terrestrial communication
networks, as well as in MANET (Mobile Ad-hock
Network) networks are considered. In the case of
non-connected networks, technologies that differ
from the protocols on which the Internet is built
are considered. The development of such technolo-
gies led to the development of DTN architecture
(Delay-and-Disruption Tolerant Networking) [14].
For data routing in DTN, CGR algorithm (Contact
Graph Routing) is considered, which is the object of
active research and development [15—22].

The paper is organized as follows. The first sec-
tion describes a variant of building a space system
and setting the routing problem. The second section
provides an analysis of the network topology speci-
fics and the dynamics of its changes. The network as
a whole belongs to the class of MANET networks.

Despite this, the expediency of using a contact plan,
which is used in the basis of the CGR algorithm,
is justified. The solution of the routing problem in-
volves information interaction. Possible interaction
schemes are discussed in the third, fourth and fifth
sections of the article.

1. Problem statement

A multi-satellite space system is considered, in-
cluding groupings of remote sensing and commu-
nication satellites. It is assumed that the commu-
nication satellites are uniformly located in several
orbital planes, and each satellite always has a con-
nection with two neighbors in its plane and two
neighbors in adjacent planes. This network forma-
tion, in particular, is implemented in the grouping
of Iridium communication satellites [23], consisting
of 66 satellites, 11 satellites in 6 orbital planes. In
the case of such a formation, the network topology
has the form of a grid (Fig. 1), and communication
satellites can be identified by the indices i and j,
where i is the ordinal number of the plane, and j is
the ordinal number of the satellite in the plane.
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Fig. 1. Identification of communication satellites
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The communication satellite for the duration of
the communication session with the ground point
will be called a terminal or terminal satellite, and
the purpose of the task is to find routes to the ter-
minal satellites that have communication sessions
with the corresponding ground points. Route search
should be performed taking into account the pos-
sibility of peak situations and traffic balancing.

The performance of the space system has a limi-
tation: the total volume of data obtained as a result
of the execution of ERS requests within a certain pe-
riod of time should not exceed the maximum volume
that can be transmitted within the same period of
time within all communication sessions with ground
points. This restriction can be taken into account
when forming the flow of ERS requests. However,
the traffic intensity may fluctuate, and peak situa-
tions may occur within some time intervals: the total
volume of data held by communication satellites ex-
ceeds the capacity of the currently established com-
munication sessions with ground stations.

A terminal satellite can simultaneously relay to the
ground station 4 data streams received from 4 neigh-
boring satellites. However, in the case of the network
topology under consideration, this restriction may
have additional specifics (Fig. 2). In the first case,
only 6 streams can be retransmitted instead of 8, in
the second case, only 8 streams instead of 12.

The second problem is traffic balancing. If the
communication channel is used simultaneously in
two routes, then the time of retransmission of streams
on these routes is doubled. Thus, the routing prob-
lem is considered, which is reduced to the choice of
terminals and routes for retransmitting data streams
with respect to the restrictions on the intersection of
routes and taking into account the possibility of peak
situations.

In the case of peak situations, congestions of
transmitted data may occur at the network nodes.
In this regard, three possible routing strategies can
be considered. In the first strategy, data transmis-
sion from remote sensing satellites begins only if
there is route, the use of which does not cause con-
gestion occurrence at the nodes of the route. In the
second strategy, data transfer can occur if conges-

eiske

Fig. 2. Specifics of network performance limitations

tion can only occur at terminal nodes. In the third
strategy, it is allowed that congestion can occur at
any intermediate nodes of the route. This article
discusses the first of three routing strategies.

2. The specifics of network topology
and dynamics of its changes

In the case of the formation under consideration,
communication satellites form a network with a
static topology. However, due to the mobility of
satellites, the problem has a dynamic component,
which can be explained using Fig. 3.

In this example, it is assumed that the data trans-
mission occurs in the time interval between # and 7#*.
During this time, the remote sensing satellite has
contacts with different communication satellites Sar!,
Sar* and Sat3, and the ground station — with diffe-
rent terminal satellites Sar’ ', Sar™ and Sar”3. Thus,
the data transmission is divided into 4 time intervals.
Within the first time interval [tO, 71, the source and
destination nodes of data transmission are Sar' and
Sat™! satellites, respectively, within the second time
interval [7', 12] — Sar* and Sar™! satellites, etc.

In the case of such changes in the network topo-
logy, MANET routing methods assume broadcast
distribution of service messages. But in the case of
space systems, such changes can be calculated on
the basis of satellite flight simulations and described
in the form of a contact plan

Contact plan = {<Sat, node, [t5, {']>},

that specifies the time intervals [, #] of the
planned sessions of each communication satellite
Sat with each other node of network: ground station
and remote sensing satellite. When using such data,
the transmission of service messages about changes
in the network topology becomes unnecessary.

Fig. 3. Dynamics of network topology changes
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3. Information interaction of remote sensing
and communication satellites

Information interaction between satellites can
be implemented on the basis of an agent-based ap-
proach. In this approach, it is assumed that each
satellite has its own agent. In accordance with this,
a multiagent system can be considered as an overlay
layer of a communication network. This section dis-
cusses the behavior and interaction models of remote
sensing satellite and communication satellite agents.

3.1. Behavior model of remote sensing satellite agent

The behavior model of the remote sensing satellite
agent in the form of a state chart is shown in Fig. 4.

When observation data appears (1), the agent goes
from the data waiting state to the waiting state for
contact with a communication satellite. The time in-
tervals when the remote sensing satellite can estab-
lish these contacts are available in its contact plan.
When the earliest moment of contact start time (2)
occurs, it sends a request to the corresponding com-
munication satellite Saf to establish contact:

Sat: Communication request.

If a contact is not established for some reason
(3), it goes to the waiting state for the next contact,
otherwise (4) sends a request to the Sar satellite
agent to search for a route and transmit data:

Sat: Transmission request.

»  Data waiting

1

v

h 4

Contact waiting |«

2
v
Contact
establishment

3

4 5

Request to data
transmission

6 9

. v . |

Data tr .. Transmission
ata transmission interruption

A4

Fig. 4. Behavior model of remote sensing satellite agent

In accordance with the routing strategy under
consideration, data transmission begins on the con-
dition that there is a route that does not cause con-
gestion at the nodes of the route. There may not
be such a route in the time interval of the current
contact. In this case, when the end time of the cur-
rent contact occurs (5), the agent enters the waiting
state for the next contact.

If the route is found, it receives the message
Transmission is possible (6) and starts transmitting
data before one of the following events 7, 8 or 10
occurs. If the time of the current contact is over
(7), it goes into waiting for the next contact. If the
Transmission is interrupted message is received (8), it
enters the data transmission interruption state until
the Transmission is possible message is received (9)
to continue the data transfer. If all data is transmit-
ted (10) before the end of the contact, the agent
sends to the Saf communication satellite agent a
message about this

Sat: Transmission is over,

and goes to the state of waiting for the next data to
be transmitted.

3.2. Behavior model of communication satellite agent

The behavior model of the communication satel-
lite agent in the form of a state chart is shown in
Fig. 5. In the interaction of the agents of the remote
sensing satellite and the communication satellite, the
first of them is proactive. Therefore, the communi-

Waiting of
communication
request

A 4

A

1
h 4

Waiting of data
transmission request

2

Y

Route search

4

A 4

Data transmission

Fig. 5. Behavior model of communication satellite agent
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cation satellite agent is waiting for a Communication
request (1) message to establish a contact. After es-
tablishing the contact and receiving the Transmis-
sion request message (2), it initiates the route search
process. This process is described in the next section
of the article.

The satellite agent is in the route search state
until one of the events 3 or 4 occurs. If the route is
not found before the end of contact with the remote
sensing satellite (3), it enters the waiting state for a
new data request, otherwise (4) sends to the SarRS
remote sensing satellite agent a message about this

SatERS: Transmission is possible,

and enters the data transmission state. It is in
this state until one of the events 5, 6, or 7 occurs.
When the communication session of the terminal
satellite with the ground station is over (5), it sends
a command to interrupt the data transmission

SatPRS: Transmission interrupted,

based on the contact plan, it determines the next
terminal satellite and initiates the process of finding
a route to it. When the contact with the SarfRS
satellite ends (6), or the message Transmission is
over comes (7), the agent of the communication
satellite goes to the state of waiting for the next
Communication request.

4. Interaction scheme
of communication satellite agents

Route search can be performed in both centrali-
zed and distributed variants. In the first case, an ad-
ditional manager agent is introduced, which searches
for routes at the request of the communication satel-
lite agents. In the second case, the communication
satellite agents search for routes independently.

The route search is preceded by the choice of a
terminal satellite. Initial data for this is the con-
tact plan and the ground point where the ERS data
should be delivered. The choice of a terminal satel-
lite also involves information interaction with the
agent of this satellite, the purpose of which is to
confirm the establishment of a communication ses-
sion with the ground point.

When searching for routes, we use up-to-date data
on the state of inter-satellite communication channels,
which are maintained in the Network load database.
A channel can be in one of two states: it is used in
an active route or not. In the centralized model, this
database is maintained in the memory of the manager

agent, in the distributed model — in the memory of
the agent of each communication satellite. The route
search is performed using Dijkstra’s algorithm [24].
The route length metric is the number of communica-
tion channels that make up the route.

4.1. Centralized routing model

A possible scheme of agent interaction in the
case of a centralized model is shown in Fig. 6.

Here and after, the following designations are used:
Sat® — a communication satellite receiving data from
a remote sensing satellite, Saf, i = 1, ..., k — satellites
of intermediate nodes of the stream relay route.

In accordance with the scheme, the satellite agent
Sar® sends the manager agent a Request to search for
a route. After searching and selecting a route, the
manager agent sends an Update message to the agent
of each Saf route node with a Route description in
the form of an ordered list of route nodes:

Sat': Update (Route), i = 1,...,k,
Route = {Sat’ /j =0, I,..., k}.

Based on the route description, the node agents
update their routing tables, and send a Confirma-
tion message. After receiving confirmation from the
agents of all the route nodes, the manager agent
registers the new states of the route communication
channels in the Network load database and sends
the Update message to the Sar satellite agent:

Saf’: Update (Route).

When a message is received, the Saf® satellite
agent updates the data in the routing table and
sends the Transmission is possible message to the re-
mote sensing satellite agent.

After transmitting the data stream, the Saf’
satellite agent initiates a protocol with a similar
scheme (Fig. 6), during which the manager agent
updates the status of the communication channels

Manager

Request i
&| Update

:
1
1
1
i
1
i Confirmation j
1
1
1
1
1
1

Fig. 6. Interaction scheme in case of a centralized model
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used in the route in the Network load database, and
the agents of the route nodes update the data in
their routing tables.

The manager agent searches for routes sequen-
tially, in the order in which requests are received.
When peak situations occur, a queue of requests for
which the route has not yet been found is formed
in the memory of the manager agent. The search
for routes for these queries resumes after updating
the data in the Network load database due to the
termination of the use of any of the existing routes.

In order to ensure reliability, the manager agent
must have a duplicate agent that operates on an-
other network node and synchronously updates the
data in its Network load database. If one of these
agents becomes unavailable, the other agent re-
mains or becomes the primary agent, creates a new
duplicate agent in the other node, sends it a copy
of the Network load database, and broadcasts the
agents of all communication satellites the address
of the new duplicate agent.

4.2. Distributed routing model

In the case of a distributed routing model, the
behavior scenario of the Sar’ satellite agent in the
"Route Search" state (Fig. 5) can be summarized
as follows.

1. It searches for a route. If the route is not found,
it resumes the search after waiting and receiving a
message about the termination of the existence of
an existing route.

2. When the route is found, it initiates the route
validation protocol. Participants of the protocol are
agents of route nodes, satellites Saf, i = 1, ..., k.
The purpose of the protocol is to check the non-in-
tersection condition of the route and add new data
to the routing tables at the route nodes.

3. The result of executing the route validation
protocol can be the approval or rejection of the

route. If the route is approved, it send the message
Transmission is possible to the remote sensing satel-
lite agent. If the route is rejected, it learns about the
unavailability of the communication channel in the
node of the rejected route, updates the state of this
channel in its Network load database, and, considering
this, searches for another route.

The number of nodes in the route determines the
number of participants in the route validation pro-
tocol. Fig. 7 shows an example of the scheme of this
protocol in the special case when the route passes
through 3 nodes.

According to the scheme, the Request message
with the description of the found Route is transmitted
sequentially to the satellite agents Saf, i = 1, ..., k.
From the Route description, the Saf satellite agent
identifies the Saf — Saf * ! communication chan-
nel, and determines its current state based on data
from its routing table. If this channel is not used for
transmitting another stream, it updates data in its
routing table, and passes the Request message to the
agent of the next route node.

If the Request message reaches the terminal
node, the route is assumed to be approved, and the
terminal node agent initiates the broadcast of the
Inform message on the network with the description
of the approved route. The purpose of distributing
the Inform message is to update the data in the Net-
work load databases of all communication satellites.
When the Saf® satellite agent receives Inform mes-
sage it also sends the Transmission is possible mes-
sage to the remote sensing satellite agent and the
data stream transmission begins.

If the Sar-Sar © ! communication channel is al-
ready used to relay another data stream, the Saf
satellite agent initiates the rejection of the found
route. Route rejection is reduced to the sequential
transmission of the Cancel message in the oppo-
site direction along the route path (Fig. 7). In this
message, along with the description of the rejected
route, the Saf-Saf * ! communica-

ellite agent also initiates the process

r . . ;
:| Agent of Sat’ || Agent of Sat' || Agent of SaC || Agent of Sat tion channel is tran§mltted. When
- ; ; ; this message is received, the node
Request ' i i agents update the current data in
Cancel Request i : their Network load databases and in
< 2 ! . .
T : their routing tables, and the Saf® sat-
i Cancel Request "
L Y 1
I
I

Cancel Cancel

Fig. 7. Protocol of route validation

e e T
Q
=
o
<R
l |

Inform/Gossip

of finding and validating a new route.

It should be noted that the Saf’
satellite agent learns about the use
of the Saf-Saf * ! communication
channel in another route also from
the [Inform message, which is dis-
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tributed over the network after the validation of this
route. In this case, there are two possible situations:
the Cancel message is received before or after the ar-
rival of the Inform message.

In the first situation, two strategies can be con-
sidered. The search and validation of a new route
can be performed immediately after receiving the
Cancel message or with a minor delay after recei-
ving the Inform message. The difference between
the strategies is as follows. In the first case, the
new current data on the use of communication
channels in another already approved route is
partially known, and in the second case — com-
pletely.

In the case of distributed routing, the Sar° satel-
lite agent, along with route search and validation
also notifies the agents of all communication satel-
lites of the end of route use. In this regard, when
it exits the Data Transmission state when any of the
events 5, 6 or 7 occur (Fig. 5), it initiates the broad-
cast transmission over the network of the Inform
message with a description of the route and an in-
dication of the end of its use.

5. Routing in cases of network topology changes

The information interaction schemes of com-
munication satellite agents described in sections 3
and 4 assume that all inter-satellite communication
channels are always in operation and the network
topology formed by the communication satellites
remains constant over time. This section discusses
additional tasks of information interaction in cases
when some inter-satellite channels fail.

Monitoring of the state of inter-satellite channels
can be performed based on the exchange of Hello
service messages, similar to how it is implemented,
for example, in the OSPF protocol, which is widely
used in practice. A satellite agent that detects a failure
of a communication channel transmits a message
over the network in broadcast mode with a list of
such communication channels.

The behavior model of the Saf’ satellite agent,
when receiving such a message, is as follows. If
the channels specified in the message are used in
the data transfer route, then it sends a message to
the agents of the route nodes about the destruction
of the route and initiates the process of searching
for a new route in accordance with the interaction
schemes described in sections 3 and 4. Route de-
struction messages are sent for updating the routing
tables in the nodes of this route.

The article discusses the routing strategy, accor-
ding to which data transmission does not involve data
congestion in intermediate nodes of the route. In this
sense, cases where some communication channel in
the route fails can be considered as exceptional ones.
A data congestion inevitably occurs at a route node
when its communication channel with the next route
node fails. In this case, the volume of accumulated
data is determined by the length of time that passes
after the time when the communication channel fails
until the time when the data transmission from the
remote sensing satellite is interrupted.

The prototype of the behavior model of the com-
munication satellite agent in this case can be con-
sidered the behavior model of the satellite agents
Saf’ (Fig. 5). The difference in the behavior model
in this case is only that the source node, from which
the data is transmitted, instead of the remote sen-
sing satellite, is the communication satellite itself.
At that, the search for a route for data transmission
can be performed in accordance with the interac-
tion schemes discussed in section 4.

Conclusion

The object of research in the article is a multi-sat-
ellite space system, in which a grouping of communi-
cation satellites provides the retranslation of data from
remote sensing satellites to ground infrastructure ob-
jects. A routing method is proposed that provides data
traffic balancing and does not imply the occurrence
of data congestion in the network nodes. The soft-
ware implementation of the proposed routing method
is considered as the main component of a complex
simulation model designed to study the capabilities of
promising multi-satellite space systems.
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