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Application of Distributed Robotic Systems in Earthquakes:
Search, Planning and Control Abstract

In order to search and rescue injured during earthquake, we proposed a method for multi-robots motion planning and distributed control
in this paper. At first, we have created two probabilistic search models to considering the search area and the characteristics of sensors, which
we used to search the injured targets. And after finding the targets, they are assigned to the mobile robots on the land to afford emergency
rescue. In order to reach to the targets, a path planning method based on map matching is proposed. There are three parts here. Firstly, to
obtain the global and local map: continuous ground images are first collected using the UAV"s vision system, and subsequently, a global map
of the ground environment is created by processing the collected images. The local map of the ground environment is obtained using the 2D
laser radar sensor of the leader (UGA). Established the coordinate conversion relationship between UAV and UGV, unknown values during
map matching are determined via the least square method. Secondly, our robots moved by group (leader-follower). The leader’s path was
planned globally and locally. The other multi-robots moved along the path planned by the leader. Thirdly, in order to plan and coordinate
the robots in the group, the finite state machine is used to describe the logical level of control system for each robot in the group. After that, at
the tactical level of the control system, the movement control law of formation maintaining mode and formation switching mode is designed.
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MockoBckui rocyaapCcTBeHHbIM TEXHUYECKUN yHuBepcuteT um. H. 3. baymaHa
(HaumoHankeHbIN nccnegoBaTeNbCKUA YHUBEPCUTET)

anMeHeHMe pacnpeneneHHbIX pOGOTOTeXHM‘-IeCKMX cucrtem
npu 3emMsieTpAaACeHUAX: NOUCK, NnaHUpoBaHe N ynpaBsrneHune

Obcyaucdaromes Hogble Memoobl NAAHUPOBAHUS OBUNCEHUS U YNPABAEHUS 2PYNNOL pOOOMOE8, CNOCOOHBIX K A8MOHOMHOMY HO-
sedenuto npu 3emaempscenusx. Ipoyecc noucka exaiovaem nHabaodenue becnuromuozo semamenvho2o annapama (bIIJIA) 3a
nocmpaoaguieli 30HOU U NOCMAHOBKY MeKYUUX 3a0a4 NAAHUPOBAHUS OBUNCEHUS HA3eMHbIX pobomos. llas 3moeo paspabomat
CHoCo6 noucka nocmpadasuiux ¢ UcCnoAb308anuem annapama meopuu eeposmuocmu. C yuemom Xapaxmepucmux NOUCKO0BOU
30Hbl U UCNOAb3YEMbIX 0AMHUUK0E C030aHbl 08e eposmHocmuble modeau. Tlocae noucka yeau npedaroxicet u Ucciedosan aireopumm
HOCMPOEHUS NPO2PAMMHOL MPAeKmopull 6edyye2o HazeMHo20 poboma Ha 0cHoge conocmaeaenus kapm. Pazpabomana memoodu-
Ka npoyedypsl popMupo8anus en00aibHOLU Kapmyl ¢ UCHO0Ab308aHUeM U300pacenuli om kamepwvl BIIJIA u cchopmuposana mooens
CONOCMAgAeHUs Kapm 6 cucmeme KoopouHam poboma, Kkomopas obecnevusaem noiyyeHue mpeoyemvix napamempos Mampuybl
nepexoda 6 npouecce conocmagieHus en00aibHol u aokaivhol kapm. [Iposedeno enobanvHoe u 10KAAbHOE NAAHUPOGAHUE MPA-
exkmopuu dgucenus eedyueeo poooma. Pazpabomansl noeuueckull U maKmuuecKull yposHu cCucmemsl YRpagieHus epynnoi po6o-
moe, obecneuusarouue ynpasierHue nepecmpoeruem u 08UNCeHueM 2pynnbl ¢ coxpanernuem Kongueypayuu. I[Ipedcmasnen cnocod
pelierus 3a0au 102u4eckoe0 YnpasaeHus epynnoi 6ecnuiomuuix Haszemuovix annapamoe (BITHA) ¢ ucnoav3oeanuem annapama
KOHeuHbIX agmomamos. OmmeueHa Heo0X00UMOCMb UCNOAb30BAHUS N02UHEeCK020 YPo8Hs cucmembl ynpasaenus (CY) epynnoil
BIIHA 0as obecheuenus cmenvl KoH@uUeypayuu epynnst npu deusxceHuu. Pazpaboman mexanHu3m naaHupo8anus u KoopouHauuu
noeedenust po6omog 6 epynne. B kauecmee komnonenmoe noeuueckozo ypoeus CY kaxcdvim po6omom é epynne ucnoab306amsl
KoHeuHble agmomamsl. IlIpednoxcena s¢ppekmuernas cmpameeuss npedoOmepaujeHus CMOAKHO8eHU po6OMO8 Npu U3MEeHeHUU MO -
noao2uu epynnvl U 00HOBPEMEHHOU cMeHe noaoxcenuti pobomos. Ha maxmuueckom ypoene CY pewena 3adaua ¢opmuposanus
3aKOHA YNPaBAeHUs DBUNCEHUEM 2DYNNbl HA3EMHbIX POOOMOG 8 08YX PelCUMAX: nepecmpoenuss U OBUNCEHUS C COXPAHEHUEM KOH-
Queypayuu. Ilpusedensr pe3ysbmamoi KOMRbIOMEPHO20 MOOEAUPOBAHUS 6 cpede ros_stage.

Karoueevte caosa: epynna pobomos, nouck yeau, meopusi @eposmHoCmu, NAGHUPOBAHUE MPAeKMOPUU, CONOCMAasieHue
Kapm, noeu4ecKuil ypogeHs ynpasaenus, makmu4eckull ypogeHs ynpagaeHus
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Introduction

Because of the rapid development of intelligent
manufacturing technology, communication sensors
and artificial intelligence, the working environment
of robots has expanded from a structured and cer-
tain manufacturing environment to an unknown
and dynamic natural environment. The control of
robots has also changed from single point control
to distributed and scalable cluster control. As one of
challenges facing by the academician, E. P. Popov’s
robot college in Moscow State Bowman University
of technology, the professor S. L. Zenkevich has
been focusing on researches on robot technology
since 1990. His doctoral thesis is "The control,
simulation and software of complex robot technol-
ogy system” [2], which mainly concentrates on the
structured manufacturing environment and makes
use of the distributed robot system to do theoreti-
cal research on control, simulation and program-
ming. This is a prelude that S. L. Zenkevich and
his team started to study all aspects of distributed
robots. It brings further theoretical research on the
technology of organizing and controlling distrib-
uted mobile robots, which improves the autonomy
and intelligence of robots in unknown, dynamic
and complex conditions in different environments.
The achievements of the theoretical research of the
professor S. L. Zenkevich’s team in this field in
the past 10 years have facilitated the operation of
combined robot technology tasks. In the distributed
robot technology system, the sensor information
of every robot can operate well with each other to
make the system as a whole system to get higher
data redundancy and better reliability. Several ro-
bots can work at the same time and provide solu-
tions for many complex tasks with their interaction
when doing complex tasks, which can not be oper-
ated by one robot itself. For example, distributed

robot system can be used to search for victims and
convey necessary supplies to the disaster areas in
earthquakes. In operations of search and rescue, a
series of tasks need to be solved (Fig. 1), which
integrates target search [5, 6], movement planning
[7] and the control of a single robot and the entire
system [8]. They include a victim search algorithm
based on probability theory, a scheduling algorithm
for robot trajectory planning based on a matching
map which use UAV and main ground robot data
and a reconfiguration control strategy for a ground
robot team in an obstacle environment.

Using probability theory instrument
to study the search process

We use probability theory to solve the target
problem of searching for rescuers in earthquakes.
There are many types of sensors used to detect sur-
vivors, which are acoustic, radar and so on. Each
sensor has its own characteristics and advantages,
but radar sensor and infrared sensor are more suit-
able for earthquake due to their detection distance
to the target. In view of the characteristics of these
sensors, we established a detection model and stud-
ied the victim search process of a single robot in
discrete and continuous cases the victim search
process of a single robot in discrete and continuous
situation. Therefore, a series of joint search prob-
lems can be solved.

In order to achieve these goals, we build the
topographic map and the probability model of the
sensor firstly [9].

1. Topographic map model. Assuming that there
isa L, X L, topographic map, including a priori
information p(x, y) about the probability density
distribution of the target, the total probability of
finding the target on the map is [[p(x, y)dxdy <1.

If we use a grid of size M X
N to quantify the continuous
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Fig. 1. The structure of tasks solved in a distributed robotic system

map, the probability of finding
the target on the grid map is

M N
> > ce(mn) <l
m=1 n=1
2. Sensor model. The con-
ditional probability of target
detection is very important in

Executive layer

| Robot 7

the case of grouped observa-
tions. If the target is in the
visible area of the sensor in one
observation, it will be recorded
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tained in one of the units. In
the discrete search, each cell is

| |
| |
| |
Ci C c C Ck1 | Ck . .
i ’ ! »X i observed n; times. In continu-
l nj n; ns n; Ny g ng ! ous search, we observed i unit
| | . .
i () i during ¢ time, then
| ] t t t 1K-1 tx | . K .
| PR =2 -9)");
| ) ) | i=1 2)
! C C C3 C Ck1 | Ck ! LK (
! =Xi P =Y c,(1-e®),
| i=l1
e ® J

as s and depended on the characteristics of the sen-
sor and the average distance between the sensor and
the target. When the observation is continuously
searched, each observation requires a little time Ar.
The conditional probability of detecting a target in
a unit is s = aAf and o depends on the characteris-
tics of the sensor and the average distance between
the sensor and the target. In continuous search situ-
ation, the probability of detecting a target is a con-
tinuously decreasing function, which is the distance
between a specific sensor and the target
s = ozl )At = M({,) (Fig. 2). Discrete search has
a similar function and the observation value z;, € {1,
0} and the number 1 indicate that the target is de-
tected and the number 0 indicates that the target is
not detected. /, indicates the distance between the
sensor and the target. Pj € [0, 1] indicates the prob-
ability that the sensor detects the target (taking the
uncertainty of the observation into account t). Pr e
[0, 1] is the probability that the sensor sends out a
false alarm. /,, is the maximum distance that the
sensor can observe the target with a probability. /,
is the minimum distance that the sensor cannot de-
tect the target. But if the probability of its existence
is Pp, it means that the sensor sends out a "false
alarm". Then,

ozl )AL =
Py (e <1ip);
_ _]. 1
Ay B P Ue=l) g
lout _lin
Pr U = 1,,)-

If T is the search time, Py is the probability of
detecting the target within the time and then you
must understand Py when analyzing the parameters
and the search procedure.

Now let us analyze the situation of Ksensor ob-
servation units (Fig. 2). The target may be con-

If several detectors explore
the plane, then a joint search
target strategy must be formed.

(a) Let one detector observe 2K units and the
observation time of each unit is t;“ (Fig. 3, a).
Then, the probability2 [(()f detecting the target in at

least one cell in 7; = Y ¢/ time is
i-1

T K —atf!
P21'(:Zlc,-(1—e ).
i=

(b) If two detectors observe 2K units at the same
time and each detector observes its own unit at ¢

time and rf (Fig. 3, b), the probability of detecting

K
a target in at least one cell at 7, = 3 ¢2 time and
2K i=1

T,= Y 1} is
j=K+1
2K B 2K B
(P;;%)B:l—(Zcie‘”" + Y cje ‘“z].
i=1 j=K+1

(c) Let two detectors observe 2K units at different
time. The first detector observes each unit at & time
and after 772, the second detector starts observes
each unit at ch_ time as shown in Fig. 3, c¢. Then, the
probability that the target is detected in at least one

2K 2K
cell within 73 =2 ¢€ and T3 =2 1€ is
i=1 i=1

2K c,.C
(PJ)C =1-3 et i),
i=1

(d) If two detectors examine 2K units at the same
time and each detector examines its own unit in 7

time and rf (Fig. 3, d), the probability of detecting

2K
a target in at least one cell in 7, =Y ¢” and

2K i-1
Ty=2r1; is
j=1

2K D D
T —a(tP 47!
(Pzé)Dzl_zcie ot +T,).
i=1

If the probability ¢; is symmetrically distributed,
which is cx = cx + 1 ¢y = cx + 2 ..., the com-
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lem so that other robots can deliver

| |
i Agentl i the required goods to the target.
! I Obviously, the environment will
: t 12 13 i Ix+i Lo Lk ! change dramatically due to the
i ) .. | earthquake so the existing map
i Ci 2 €3 CK | CK+1 Cok-1| CK > X i (Yandex map or Google map)
! @) ! becomes unimportant. Therefore,
' I UAVs are suitable for the tasks of
| |
! Agentl Agent2 ! drawing global maps and global
i | movement trajectory planning of
! L 12 13 Ik | K+i J k1 J 2K i robot groups because they provide
! ¢ c ¢ el . ¢ c I a wide field of view and flexible
! ! 2 ’ K| CK+1 K] WK | ,x | maneuverabilit. Damaged buil-
i ®) i dings may collapse again due to
| i repeated impacts (car impacts)
i Agent2 Agentl i and real obstacles that are not
! > > ! on the global map drawn on the
| A 2 A Ik gy byi1 Lk | basis of a series of drone images
| B B oo | ¢ B B | may appear. In order to solve this
i ! 2 ’ K| Crr KR o x i problem quickly, a leading robot
! © ! on the ground team equipped
| I with a camera, laser rangefinder
| Agentl IAgentZ ! and GPS must draw the local
i —> i map. Accordingly, global and
! A 12 A Ik Ikt L1 bk ' local maps must be compared
! c c ci ol e |e c c I to clarify the current situation.
! ! ’ ’ R I il M » x | Fig. 4 shows the program trajec-
| | . .
! (d) ! tory drawmg algorithm based on
o 4 map matching.
Fig. 3. Target detection strategies In order to generate a global
map, a series of operations must
parison of the four methods shows that: (a) | be performed [10]: image registration, image splic-

(PE)® = (PL)? <0. (b) because in the second sit-
uation, the search time is twice, which is
2(PL)Y = (PL)? > 0. (c) if the search time is dou-
bled, the probability of target detection is halved
(Pf)* = (Pf) =0 and (Pf)" —(Pf)? =0. If
the search parameters are unchanged, different
search methods will lead to the same result. Under
the same search time, there is no difference in the
probability of target detection.

Therefore, when we perform the tasks, if the
search parameters does not change, different search
methods (with or without duplication) will lead to
the same results. According to the number of existing
drones, the search area is divided into Separate area.

Path planning of a group UGV based
on map matching

When finding a target during the time of searching
robots, we need to solve the trajectory planning prob-

ing, object detection, and finally a global map. The
main robot uses the SLAM method [11] to draw a
local map based on the data of the laser rangefinder.
Harris algorithm obtains a set of feature points (A4’
on the global map and compares them with similar
points (4) on the local map. The relevance (cy) of the
straight line segment connecting the feature points
on the local map and the boundary of the obstacle
on the global map can be recorded as:

L L R, R
Ck Cra1- Cn Cnn

e, e

3

L. L
Cr "Cri n+l 3)

CGZ
| !

Lepe A, Re, e A

In order to analyze the relevance of the data, a
critical value ¢y is defined. If ¢, < ¢y, the line seg-
ment is not related to the edge of the obstacle, oth-
erwise a corresponding pair of points will be gener-
ated Q and Q' (where Q e Lck and Q' e ch ).

After getting the global graph and the local
graph, it is necessary to start to solve their com-
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Building a model of
matching maps in the robot
coordinate system

Building a global map using images
from a drone camera

Building a local map using data
from the lead robot's 2D laser
sensor

Obtaining the required
parameters in the
process of comparing
global and local maps

<— methodology for the

A

Development of a Getting a

formation of a global map local map

»

Global and

Defining Mapping Options for
Local Maps

A

Development of a method for determining
the parameters of map matching

Global trajectory planning based
on map matching

A

Controlling motion along a
programmed path

Fig. 4. Algorithm for constructing the trajectory of the leading robot

parison task. Supposing that it is a fixed point be-
longing to the terrain (Fig. 5) and its vector r, is in
the absolute coordinate system (CS). On the other
hand, r, is a vector defining the position M of the
point in the drone coordinate system, obtained by
its camera. Then, by transforming the coordinates

B/ Te

&

Tpaekropus

:’;\,'&\*

8

Iy

1=ty %

Group of robots

e

Fig. 5. Coordinate systems of the UAV and the leading robot of
the ground group

from the drone coordinate system to the CS of the
main ground robot, we get r, = T'T, ole» Where is
the transition matrix from the coordinate system
related to the drone and the main robot to the ab-
solute CS. The position vector of the determined
point 7, 7, in the leading robot CS can be obtained
using the scanning laser rangefinder to measure the
endpoint coordinates to obtain.

Then the relation for comparing the global and

local maps has the form [12]:

cosO -sin® x
r,=Tr=|sin0 cos® y|r, “)
0 0 m

where 0, x, y, m is the rotation angle, translation
coordinates and scale between the vectors r, and r,
respectively.

Use the error squared minimization method
¢ =min|Tr; -, > r,c Qandr, e Q' It’s not dif-
ficult to find these singularity pairs of matrices T:

=r.r’; ifi=4

T rivi
T= (r,-Tr,-)’lrir ;o i>4

ri’

®)

Once the relationship of the objects in the map is
established, we can proceed to solve the problem of
global and local motion planning. According to the
UAV map, the global planning generates a sequence
of movement points of the mobile robot from the ini-
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tial position to the target position, using an improved
A* algorithm that takes into account the movement
constraints. After obtaining the global trajectory, us-
ing the data from the scanner, the dynamic window
method is used to locally plan the movement of the
main robot along the global trajectory.

Reconfiguration control strategy of robot group
in an environment with obstacles

In a constantly changing external environment,
or when adjusting tasks assigned to a robot group,
it is difficult to maintain a specific formation when
the group of robots perform required actions. There-
fore, in order to move the robot group quickly or
avoid obstacles, the strategy of controlling the rear-
rangement of the machine group should be formu-
lated at the logic level of the control system, and the
method of controlling the movement of the robot
group should be formulated at the tactical level [13].

The logical level of the robot group control sys-
tem. The logic layer is responsible for changing the
motion parameters of the robot group in an envi-
ronment with obstacles, and coordinating their ac-
tions according to the results of the tasks performed
by the corresponding robots. The robot group be-
havior realizes the following modes [14]: formation
or dissolution of formations, movement of forma-
tions, robots joining formations, robots leaving for-
mations, separation of formations and unification
of formations.

The author developed a control method using
the device of the terminal automatic device theory.
This article uses a functional terminal automatic
device and its description includes an additional
function that is executed in each state. Fig. 6 shows
the structure diagram of the logic level of the robot
group control. The function of the group coordina-
tor is to control the behavior of individual robots
in the formation according to the operator’s com-
mand, and to coordinate their actions according to
the results of the manipulation performed by the
respective robots. The coordinate azimuth instru-
ment of the escort aircraft is recorded by a multi-
import terminal automatic device (Mealy machine,
Fig. 7, a). Its input is the value of a logical expres-
sion, and the output is a logical command to the
corresponding robot.

Automata A; are used to describe the logical
model of individual robots, which is a Moore au-
tomaton (Fig. 7, b). Thus, the control system for an
individual robot becomes two-level: the lower level
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Fig. 7. Convoy coordinator as a control automaton (a); Logical
model of a separate robot (b)
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provides direct control of the actuator by virtue of
the selected control law, and the upper (logical) one
chooses one of these laws depending on the team of
the group coordinator.

When the topology of the robot structure changes,
it is necessary to ensure that collisions are prevented
when it is rearranged. The corresponding algorithm
is formulated according to the following steps [15]:

Step 1: Set the target position of each robot
F, ={rj}, the safety distance between d robots, the
speed module v, the critical value of the target dis-
tance d* and the control command.

Step 2: Obtain the current coordinates of
each robot F, = {rj}, calculate the distance from
the current position di(f) to the target position

(t) (r; - r)’ (r;—r'), and obtain the dlS—
tance between the robot R; and R; a’,J(t) =T r,j,
r; =1 -1

Step 3 If di,(7) < d*, that is, the robot has reached
the target position, switch to step 6, otherwise, go
to step 4.

Step 4: if dy(r) > d, the robot can move along
its trajectory within time ¢, then go to step 3. If
dy(f) < d, there is a possibility of collision between
the robot and the robot goes to step 5.

Step 5: If d;,(#) > d,(1), the robot stops and skip,
otherwise the robot stops. Then it goes to step 4.

Step 6: The algorithm ends.

The tactical level of the motion control system of
the robot group. The essence of the tactical level is
to develop a method to control the movement of the
robot group in two modes: a reconstruction mode
and a movement mode that saves the configuration.

When the topology changes, all robots know the
initial and target positions of other robots so they
know their planning trajectories and collision avoid-
ance strategies. The reconstruction control method
of each robot includes the method of relative dis-
tance and direction, which can be recorded as:

v, =k,l;
(6)
o; —k (a )7
where /; =|r; - r; ’ ; = arctg(r;, 1), — the

position and direction of the robot at the current
time, k,; — parameter.

On the other hand, after the rearrangement, the
robot group must follow the basic control law-move
while maintaining a certain configuration. The
control method is based on the three rules of the
decentralized control algorithm proposed in [16].
Using these rules (separation, alignment, and for-
mation), the control signal is calculated as follows:

=k, V,+k. > —5d-|r;|)p + ke,

b R R
(Dl' = kmaqﬂ',

where v; =(v,v, I k. k, k,,k, — parameter;

VvV, =V, y,)T — the speed of the center of gravity
of the number i robot group in the coordinate sys-
tem of the first robot. The position of the number §
robot relative to the number i robot; d — the safety
distance between the robots; r; = (x, y,-j)T — the
error of the number i robot relative to the specified
current position; g, — the error of the number i
robot relative to the specified current position.

Computer verification of the algorithm. The be-
havior of the formation in the configuration change
process is simulated in the stage ros environment,
forming a hierarchical structure of the control sys-
tem software, which includes four levels, the upper
layer-the escort aircraft operation interface (intel-
ligent layer); the strategy layer and the tactical layer.
The strategy layer’s task is to determine the sub-
tasks of each robot (the escort aircraft coordinator).
The tactical layer’s output is the robot movement
control signal; the lower layer-the external environ-
ment and the robot’s mode (execution layer). The
computer simulation results (Fig. 8, see the second
side of the cover) have demonstrated the perfor-
mance of the proposed method.

Conclusion

This article introduces the solution to the robot
group’s target search, motion planning and control
tasks during the earthquakes and studies the method
of searching for victims using the device of probabi-
lity theory. It developed an algorithm to construct the
software trajectory of the main ground robot based
on the map comparison with the accompanying UAV
data and studies the behavior planning and coordi-
nation methods to ensure the change of the robot
group’s motion state. At the tactical level, it forms two
modes of motion control, which are group reconstruc-
tion mode and configuration saved motion mode.
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Oprannsarop dopyma: Acconmaius MOAACPKKN HAYYHBIX UCCICTOBaHUM.
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ITPOBJIEMATUKA U CEKIIUN

DopyM cTaHeT YHUKATBHOM TUIOMIAIKON 7151 00CYXKICHUST aKTyaJbHBIX BOITPOCOB HAyYHO-TEXHOJOTMUYECKOTO pa3-
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CEKLINMN:

. HoBas rnapagurMa HaydyHO-TEXHOJOTMYECKOTO pa3BUTUA Poccun n MuUpa.
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